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Abstract

State-of-the-art deep learning models have achieved significant performance levels on
various benchmarks. However, the excellent performance comes at a cost of inefficient
computational cost. Light-weight architectures, on the other hand, achieve moderate
accuracies, but at a much more desirable latency. This paper presents a new method
of jointly using the large accurate models together with the small fast ones. To this
end, we propose an Energy-Based Joint Reasoning (EBJR) framework that adaptively
distributes the samples between shallow and deep models to achieve an accuracy close
to the deep model, but latency close to the shallow one. Our method is applicable to
out-of-the-box pre-trained models as it does not require an architecture change nor re-
training. Moreover, it is easy to use and deploy, especially for cloud services. Through
a comprehensive set of experiments on different down-stream tasks, we show that our
method outperforms strong state-of-the-art approaches with a considerable margin. In
addition, we propose specialized EBJR, an extension of our method where we create a
smaller specialized side model that performs the target task only partially, but yields an
even higher accuracy and faster inference. We verify the strengths of our methods with
both theoretical and experimental evaluations. Code and demo are available here.

1 Introduction
Recent years have witnessed exciting achievements in the development of highly capable
deep neural networks (DNNs), to the extent that new state-of-the-art (SOTA) results are be-
ing published frequently. However, achieving this level of performance requires either using
extremely large architectures such as GPT-3 [3] or SEER [11] with billions of parameters
(350GB memory and 175B parameters in GPT-3), or ensembling many models. Conse-
quently, this results in an inefficient inference compared to light-weight models.

To alleviate the problem of slow inference on large architectures, a natural solution is
to apply some form of model compression. Model compression literature is rich and ma-
ture, and covers various techniques such as network quantization [4, 8, 20, 21, 38], knowl-
edge distillation [16, 48], pruning [5, 10, 15, 23], or a combination of multiple techniques
[5, 14, 31]. After compression, the output DNN may have a reduced number of parameters
or may operate in lower bit precision. However, it can be observed that there is a trade-off
between the compression ratio and accuracy of a model. Aggressive compression leads to
significant performance drop that defeats the purpose. Moreover, compression is one solu-
tion for all data and is inference-time deterministic (static) with no flexibility over different
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Figure 1: The overall flow-diagram of the proposed energy-based joint reasoning (EBJR) method.

data samples. That being said, compression techniques are commonly orthogonal to other
approaches in that a degree of compression can be added to other methods.

On the other hand, adaptive inference approaches propose to route to different branches
of a DNN either stochastically, or based on some decision criteria on input data [18, 36,
40, 41, 42, 43, 44, 45]. These methods mostly are based on architecture re-design, i.e., the
model needs to be built in a specific way to support dynamic inference. This makes their
training more complex and imposes additional non-trivial hyper-parameter tuning. Adaptive
inference methods can broadly be categorized as redundancy-based and multi-exit structures.
The redundancy-based approaches exploit the parameter redundancy in neural networks. To
this end, [7] designed a convolution-based controller layer, which reduces the computations
in practice, even though increases the overall network size. Or [9, 27, 32, 37, 39, 41] dynam-
ically skip some layers or blocks on the fly via selective layer execution.

Multi-exit or multi-stage approaches, however, are based on architectures in which a
network can exit from different paths based on some confidence criteria. Earlier techniques
such as BranchyNet [36] incorporated an entropy-based threshold for routing. A similar
approach was taken by [2, 29] by training side classifiers to navigate to different paths. [18]
proposed a multi-scale dense network to reuse feature maps of different scales, which was
further improved in [42] by designing a resolution adaptive network (RANet) to identify low
resolution inputs as easy cases, and process them with cheaper computations. There are also
works based on architecture search for dynamic inference models [46]. It is also worth noting
that the majority of the existing methods focus on the task of image classification and fail
to study the other applications. [47] is an example were adaptive inference was investigated
for the task of object detection, by leveraging a Support Vector Machine (SVM) classifier
to route the work-load. A down-side for [47], however, is that dynamically changing the
routing traffic between the fast and slow branches requires retraining.

Although the redundancy-based and multi-exit methods have made a significant progress
and work well in practice, we will show that they do not reach the levels of performance
provided by our energy-based strategy. In addition, most of these methods require training
models in a specific way necessitated by their architecture design. In contrast, our method
works with out-of-the-box already trained models without a need for re-training.

In this paper, we propose an adaptive inference strategy that combines a large, deep
accurate model (called Teacher) with a small, shallow fast one (called Student). Our method
is based on an effective energy-based decision making module for routing different samples
to deep or shallow models. In this way, certain examples will be sent to the Student model
that yields high speed inference, and other examples go to the Teacher model, which is
slower, but highly accurate. Our method provides an inference-time trade-off between the
inference latency and task accuracy. This can be thought of as a knob for the users to play
with, and to dynamically choose a desired point in the trade-off based on their required
accuracy or latency. Figure 1 shows a high-level schematic of the proposed framework.

In addition to our main adaptive inference strategy, we provide an extension called spe-
cialized EBJR, which provides more accurate and efficient inference by training the Student
in a way that it only learns to perform the down-stream task partially (details in Section 2.4).
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The main contributions of this paper are summarized as follows:
• Combining small/shallow models (low accuracy and latency) with large/deep models

(high accuracy and latency) to achieve high accuracy and low latency. Our method
is easy to build and deploy, is architecture agnostic, applicable to different down-
stream tasks (e.g., classification and object detection), and can be applied to existing
pre-trained models (with no need for re-training).
• An energy-based routing mechanism for directing examples to the small (Student)

or large (Teacher) models. This allows a dynamic trade-off between accuracy and
computational cost that outperforms the previous works in adaptive inference (with
zero overhead for real-time adjustment of speed/accuracy).
• Creating a small, Student model specialized for a subset of tasks (e.g., top-C classes

only) with high accuracy; along with a plus-one (+1) mechanism, to distinguish the
top-C-class data from the others.

2 Energy-Based Joint Reasoning (EBJR)
We introduce EBJR, a novel energy-based joint reasoning approach for adaptive inference.
Our method is inspired by the fact that smaller (shallower/narrower) models typically have
lower accuracy, but very fast inference; and larger (deeper/wider) models, on the other hand,
are highly accurate, but very slow. We combine the small model (denoted by Student) and the
large model (denoted by Teacher) in an efficient and effective way to provide a fast inference,
while maintaining the high accuracy. A schematic of our framework is shown in Figure 1.

The main challenge here is to design an effective routing mechanism (denoted by Router)
to decide which model to use for each input. As for the adaptive inference, the Router should
also provide the option of dynamic trade-offs between accuracy and latency at the inference
time. The Router module essentially operates similar to a binary classifier that directs easy
samples to the Student and the hard ones to the Teacher. In some ways, this problem is
also similar to the out-of-distribution detection (OOD) problem [28] in which in- and out-of-
distribution data are differentiated. OOD is generally used when a model sees some input test
data that differs from its training data (in-distribution data). Consequently, the predictions of
the model on OOD samples would be unreliable. For our case, the Router should be able to
identify whether or not the input data fits in the distribution with which the Student has been
trained (i.e., there is a high probability that the Student can make accurate predictions for that
input data). If not, the data is labelled as hard for the Student and should be forwarded to the
Teacher that has higher capability. In our work, we investigate the energy characteristics of
data samples to route them effectively.

Energy definitions. Given an input data point x, the energy function is defined as E(x) :
R−D→ R to map the input x to a scalar, non-probabilistic energy value y. The probability
distribution over a collection of energy values can be defined according to the Gibbs distri-
bution [17, 24]: p(y|x) = 1

Z

(
e−E(x,y)), where Z(x) =

∫
y′ e
−E(x,y′) is the partition function.

The free energy [24] of x can then be expressed as the negative log of the partition function:

F(x) =− log
(
Z(x)

)
. (1)

In the following subsections, we will describe our energy-based joint reasoning method, and
give formulations for classification, regression, and object detection problems.

2.1 Classification
The Student classifier is defined as a function Sc(·) for mapping the input x to C real-valued
logits (i.e., for C number of class labels): Sc(x) : RD→RC. In probability theory, we can use
the output of the softmax function to represent a categorical distribution that is a probability
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distribution over C different possible outcomes [28]. A categorical distribution using the
softmax function is expressed by:

p(y|x) = eSc
y(x)

∑
C
i eSc

i (x)
, (2)

where Sc
y(x) denotes the logit (probability) of the yth class label. The energy for a given input

(x,y) in this case is defined as E(x,y) = −Sc
y(x) [28]. The free energy function Fc(x;Sc) is

then expressed similar to (1) as:

Fc(x;Sc) =− log
C

∑
i

eSc
i (x). (3)

Problem. We seek to identify samples suitable for the Student and would like to direct the
others to the Teacher. A natural solution to this problem is to use the data density function
and consider the inputs with low likelihood as hard (or unfit) samples. To this end, an energy-
based density function for the Student can be defined as:

p(x) =
1
Zc

(
e−Fc(x;Sc)

)
, (4)

where the denominator Zc =
∫

x e−Fc(x;Sc) is the normalized densities, which can be in-
tractable to compute or estimate. By taking the logarithm of both sides, we obtain:

log
(

p(x)
)
=−Fc(x;Sc)− log(Zc). (5)

Solution. The log(Zc) term is constant for all x, and does not affect the overall energy
values distribution. Thus, the negative free energy is linearly aligned with the log likelihood
function. This makes it a suitable solution to our problem for detecting easy and hard sam-
ples. In this case, higher energy means lower likelihood, which represents harder (or more
unfit) samples for the Student’s training distribution.

More precisely, for a threshold δ on the density function such that p(x) < δ , then a
threshold t on the negative free energy can be calculated based on (5) as −Fc(x;Sc) < t =
log(δZc). In practice, for a given input, an energy function is applied to the Student outputs
at inference to compute the energy score. Then, if the negative energy value is smaller than
a threshold, the input is identified as a bad sample for the Student, and is sent to the Teacher.

Therefore, given the input data x, the Student Sc(x), and the threshold t, our energy-based
Router V c(x;Sc, t) ∈ {0,1} can simply be defined as:

V c(x;Sc, t) =

{
1 if −Fc(x;Sc)≥ t
0 if −Fc(x;Sc)< t.

(6)

Let the Teacher classifier be T c(x) : RD→ RC′ , with C = C′ (the same number of class
labels as in the Student). Our joint reasoning classification function Jc(x;Sc,T c, t) ∈ [1,C]
can then be written by:

Jc(x;Sc,T c, t) =

{
Sc(x) if V c(x;Sc, t) = 1
T c(x) otherwise.

(7)

2.2 Regression
A regressor maps an input x to a target scalar y defined as Sr(x) : RD → R. For a given
input (x,y), the energy function for a regressor is simply defined as E(x,y) = −Sr(x,y).
The regression problem can then be expressed by creating an energy-based model of the
conditional density p(y|x) as:

p(y|x;Sr) =
eSr(x,y)∫

y′ eSr(x,y′) , (8)
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where the denominator is the normalizing partition function that involves a computationally
intractable integral. One solution is to obtain its approximations using Monte Carlo impor-
tance sampling method as described in [13]. The free energy in this case is defined by:

Fr(x;Sr) =− log
(∫

y′
eSr(x,y′)

)
. (9)

Similar to (4), the density function for a regressor using the energy-based model can be
obtained as follows:

p(x) =
1
Zr

(
e−Fr(x;Sr)

)
, (10)

where the denominator is the normalized densities defined as Zr =
∫

x e−Fr(x;Sr). By taking
the log of both sides:

log
(

p(x)
)
=−Fr(x;Sr)− log(Zr), (11)

which, as in the classification problem, shows that −Fr(x;Sr) has a linear alignment with
the log likelihood function by considering the fact that log(Zr) is constant for all x, which
makes it desirable for our problem.

Given the input data x, the Student regression model Sr(x), and a threshold t, our energy-
based Router for a regression problem can be simply defined with V r(x;Sr, t) ∈ {0,1} based
on (6). The joint reasoning function Jr(x;Sr,T r, t) ∈ R can also be expressed based on (7),
where T r(x) : RD→ R is the Teacher regression model.

2.3 Object detection
For the object detection task with a combination of classification and regression, we can
define the total free energy score as: Fo(x;Sc,Sr)=Fc(x;Sc)+Fr(x;Sr), where the regressor
for predicting 4 points of a bounding box is defined as Sr(x) : RD→ R4. With B number of
detected boxes and C labels, the classifier’s free energy score Fc(x;Sc) is formulated as:

Fc(x;Sc) =
1
B

(
−

B

∑
b

log
C

∑
i

eSc
b,i(x)

)
, (12)

where Sc
b,i is the classifier’s output for the ith class label of the bth bounding box with b ∈

[1,B] and i ∈ [1,C]. The regressor’s free energy Fr(x;Sr) is also given by:

Fr(x;Sr) =
1

4B

(
−

B

∑
b

4

∑
j

log
∫

y′
eSr

b, j(x,y
′)), (13)

where Sr
b, j is the regression output for the jth point of the bth bounding box with j ∈ [1,4].

The energy-based joint reasoning function for object detection task is finally defined as:

Jo (x;So,T o, t) =

{
T o(x) if −Fo(x;So)< t
So(x) if −Fo(x;So)≥ t,

(14)

where So = {Sc,Sr} and T o = {T c,T r} denote the Student and Teacher object detection models.

2.4 Specialized EBJR
In Section 2.1, it was assumed that the Student and Teacher models have equal number of
classes that is C =C′. As proved in [1], in order to achieve a good performance for a classifier
with large number of classes, significantly large number of features are required. Since the
Teacher model is assumed to be a very large model with significant number of features, it is
capable of handling more difficult tasks with a large C′. On the other hand, the small Student
model may lack enough features to be able to effectively deal with a large C.

In addition, in inference services such as public clouds, the majority of input data usually
belongs to a small, popular subset of classes that are used frequently, for example,“people",
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“cat", “dog", “car", etc (supplementary materials contain example-per-class histogram plots
for public datasets, and confirms this intuition). Considering this fact, the Student can be
trained and specialized to be highly accurate on this specific/popular subset (with a small C).
Consequently, in our joint reasoning scheme, most of the input data can be handled by the
Student in a very accurate and computationally efficient way.

Let the specialized Student be S̄c(x) : RD → RC̄+1, where C̄ � C. To make sure the
model can still exploit and learn from all data at the training time, we label the data that do
not belong to C̄ as an additional class (i.e., the ‘other’ class). The extra class is also utilized
as a supplementary mechanism in our Router to evaluate the performance of S̄c on a given
input data at the inference time. Similar to a binary classifier, it is used for distinguishing the
data with C̄ labels from the others.

The specialized Student S̄c has another benefit for our energy-based Router. Since only a
subset of class labels is used for training the Student, the energy differences between in- and
out-of-distribution data respectively denoted by (x, i) and (x̄, j) tends to be larger:

|F̄c(x; S̄c
i )− F̄c(x̄; S̄c

j)|> |Fc(x;Sc
i )−Fc(x̄;Sc

j)|, (15)

where i ∈ [1,C̄] and j /∈ [1,C̄]. The larger the energy difference, the better the Router can
distinguish the fit and unfit data for the Student, which results in more accurate and efficient
adaptive inference. Given the input data x, the specialized Student S̄c(x), and a threshold t,
our specialized energy-based Router V̄ (x; S̄c, t) ∈ {0,1} is expressed as:

V̄ (x; S̄c, t) =

{
1 if − F̄c(x; S̄c)≥ t and S̄c(x) ∈ [1,C̄]

0 if − F̄c(x; S̄c)< t or S̄c(x) ∈ {C̄+1},
(16)

where C̄+1 denotes the extra class defined in S̄c. The free energy F̄c(x; S̄c) for the spe-
cialized Student is calculated only over the top-C̄ classes, not the extra class, as follows:

F̄c(x; S̄c) =− log
C̄

∑
i

eS̄c
i (x) with i /∈ {C̄+1}. (17)

Let the Teacher be T c(x) : RD→RC′ with C̄�C′. Then, the specialized joint reasoning
function J̄(x; S̄c,T c, t) ∈ [1,C′] for making the predictions related to x can be given by:

J̄(x; S̄c,T c, t) =

{
S̄c(x) if V̄ (x; S̄, t) = 1
T c(x) otherwise.

(18)

3 Experiments
In this section, we evaluate and discuss the performance of our EBJR approach along with
the other related methods on image classification and object detection tasks on different
benchmarks. We provide more results and ablation studies in the supplementary materials.

3.1 Adaptive inference results
Figures 2 and 3 show the classification results for EBJR and the SOTA in adaptive infer-
ence on CIFAR-10, CIFAR-100, ImageNet, and Caltech-256 [12] datasets. We use multiple
datasets not only to evaluate the generality of our method, but also because not all other
methods published results on a single standard dataset. For all the datasets, we use DenseNet
models [19] for our Student and Teacher, except Caltech-256 for which ResNet models are
used. Table 1 shows and compares the details about the Student, Teacher, and EBJR models
and their accuracy, floating point operations (FLOPs), and average inference time (latency).

Note that many previous approaches are based on the DenseNet architecture, and then
adaptively dropping connections for inference speed-up. Thus, we also choose DenseNet as
the main architecture to establish a fair comparison although our method does not rely on any
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Figure 2: Evaluation of EBJR and the SOTA in adaptive inference on CIFAR datasets.

Figure 3: Evaluation of EBJR on the ImageNet (left) and Caltech-256 (right) datasets. The numbers
on the EBJR (random) curve show the percentage of samples processed by the Teacher.

specific network design and can work with any black-box architectures. Moreover, we follow
the standard practice in the previous works and analyze the results with FLOPs [18, 32, 41,
42]. For our method, the total FLOPs is measured as a weighted average of the Teacher and
Student FLOPs based on their usage frequency as: FLOPs = 1

NS+NT

(
NS.FS +NT .(FS +FT )

)
,

where NS and NT are respectively the number of samples processed by Student (with FS
FLOPs) and Teacher (with FT FLOPs). Note that the metric used in [18, 32, 42] is multiply-
accumulates (MACs), i.e., half the FLOPs used in this work.

In Figures 2 and 3, the trade-off between accuracy and computational cost is adaptively
achieved in our method by choosing different values for the threshold parameter t as defined
in (6) and (7). The larger the threshold, the more input data are routed to the Teacher model,
which results in more accurate, but slower inference. As the Student is able to make accurate
predictions for the majority of input data, the adaptive inference with an appropriate small
enough t can almost reach the Teacher’s accuracy but with a much lower computational
cost. For CIFAR-10, this strategy achieves the Teacher’s accuracy with ≈2.2× less FLOPs.
It can also lead to approximately 3× less FLOPs with an accuracy of ≈94.5% (i.e., only
≈0.2% lower than the Teacher). The amount of speed-up for Caltech-256 is about 2×, while
maintaining the Teacher’s accuracy of 89.87%. For CIFAR-100 and ImageNet, which are
more complicated benchmarks, Teacher’s top-1 accuracy is almost achieved with approxi-
mately 1.5× savings on the computations. Moreover, as illustrated in Figures 2 and 3, our
method outperforms the previous works such as RANet [42] and MSDNet [18] on all the
three benchmarks across a variety of accuracy and cost combinations.

To investigate the performance of energy-based routing mechanism compared to other
alternatives, we perform an ablation study on Caltech-256, where the energy score is replaced
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CIFAR-10 CIFAR-100 ImageNet Caltech-256
S T EBJR S T EBJR S T EBJR S T EBJR

Depth 52 64 - 58 88 - 121 201 - 18 152 -
Growth Rate 6 12 - 6 8 - 12 32 - - - -
Accuracy (%) 91.81 94.76 94.74 69.28 74.94 74.87 66.28 76.92 76.62 83.16 89.87 89.87
FLOPs (×108) 0.54 2.92 1.36 0.64 2.14 1.57 11.51 86.37 58.1 54.0 340.0 170.1
Latency (ms) 14.0 35.0 23.78 26.0 51.0 42.1 84.0 225.0 196.8 25.0 200.0 113.6

Table 1: Comparison of EBJR with the Student (S) and Teacher (T) DensetNet models for CIFAR-10,
CIFAR-100, and ImageNet; and ResNet models for Caltech-256 experiments.

Figure 4: Energy score distribution for CIFAR-10, CIFAR-100, and ImageNet.

by the softmax confidence or entropy [36] scores. We also include the random baseline in
this experiment, where the input samples are randomly distributed between the Student and
Teacher models (the experiment was run multiple times and the best of them was reported).
The corresponding adaptive inference results are presented in Figure 3-right. It is observed
that softmax- and entropy-based mechanisms can reach the Teacher’s accuracy with ≈1.4×
and ≈1.7× less FLOPs, which is lower than the energy-based strategy with 2× speed-up.
The theoretical analysis for the entropy score will be given in the supplementary materials.

Figure 4 illustrates the energy score distribution for the samples processed by the Student
(i.e., in-distribution data) and Teacher (i.e., out-of-distribution data). As observed, the in-
distribution samples (suitable for the Student) tend to have higher energy scores. Based on
our experiments, the optimal setup for EBJR is achieved by choosing the threshold t at the
crossing point of the two distributions. As a consequence, by choosing t=12.0 for CIFAR-
10, ≈70% of the samples are handled by the Student with an accuracy of 99.0%, and only
≈30% are routed to the Teacher, which results in ≈3X less total FLOPs. For CIFAR-100
(with t=15.0) and ImageNet (with t=15.5), ≈50% are processed by the Student (with an
accuracy of ≈91.0%), which achieve about 1.5X less FLOPs.

CIFAR-10 ImageNet
EBJR [35] EBJR BL-Net [30]

Accuracy loss (%) 0.0 0.96 0.9 (0.0) 0.9
Power savings (%) 64.03 58.74 56.63 (32.93) 53.7

Table 2: Power consumption vs. accuracy comparison.

Power-Accuracy Tradeoff. In the
literature, there are also some adaptive
inference methods that are proposed
for efficient power-accuracy trade-off,
for example, [35] and BL-Net [30]. In
order to compare EBJR with these approaches, we use the strategy in [25] to calculate the
power (or energy) consumption per image. As summarized in Table 2, the method in [35]
reduces the power consumption by 58.74% with 0.96% accuracy loss on CIFAR-10, while
EBJR (Figure 2) achieves 64.03% power savings without any accuracy loss. Moreover, BL-
Net [30] achieves 53.7% reduction in power consumption with an accuracy loss of 0.9% on
ImageNet. EBJR (Figure 5), on the other hand, provides a reduction of 56.63% in power con-
sumption with the same accuracy drop. Unlike BL-Net that does not reach the big model’s
accuracy, our method achieves the Teacher’s accuracy with 32.93% less power consumption.
MobileNetV2-Based EBJR. In addition to DenseNet, there exist some SOTA that are
based on other architectures such as MobileNetV2 [33], for example, S-Net [45], US-Net
[44], Mutual-Net [43], and RS-Net [40]. In order to compare EBJR with these approaches,
we run another set of experiments on ImageNet, where MobileNetV2 models with 128×128
and 224×224 input resolutions are respectively used as our Student and Teacher. As shown
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Figure 5: (Left) Evaluation of MobileNetV2-based EBJR with previous works on ImageNet. (Right)
The performance of EBJR for object detection on MS-COCO (compared with EfficientDet [34]).

in Figure 5-Left, EBJR achieves better performance than S-Net, US-Net, and MutualNet
across all FLOPs, and also better than RS-Net in high FLOPs. RS-Net provides better results
than EBJR in low FLOPs, which is due to the less accurate Student used in EBJR. However,
when EBJR and RS-Net are integrated and the RS-Net’s 128×128 path is employed as the
Student, the results are improved and EBJR outperforms RS-Net at all trade-off points.
Significance Test. In order to evaluate the statistical significance of the results, we perform
the McNemar’s test [6] over EBJR and SOTA including RANet and RS-Net. The McNemar’s
test is interpreted based on a given significance level α (commonly set to 0.05 showing 95%
confidence) as well as the p-value and odds ratio calculated by the test. The default as-
sumption (null hypothesis), i.e., if p > α , states that the two classifiers should have the same
error rate or there should be no difference in the disagreements between them. However,
if null hypothesis is rejected, i.e., if p ≤ α , it suggests that the two classifiers disagree in
different ways. After running the test over the EBJR vs. RANet predictions on CIFAR-10
and the EBJR vs. RS-Net predictions on ImageNet , p-values of 3.2×10−5 and 2.4×10−4

are respectively obtained. The very low p-values (� 0.05), which reject the null hypothesis,
strongly confirms that there is a significant difference in the disagreements between EBJR
and other two models. Also, an odds ratio of 1.42 and 1.14 is respectively obtained, which
gives an estimation of how much better EBJR is compared to RANet and RS-Net.

Unlike image classification, the adaptive inference for the object detection task has rarely
been explored. We analyze the performance of EBJR on the task of object detection (for-
mulated and described in Section 2.3) on the MS-COCO dataset [26]. We employ the
EfficientDet-D0 and EfficientDet-D4 [34] as the Student and Teacher, respectively. Fig-
ure 5-Right shows the adaptive inference results compared to the EfficientDet models (D0,
D1, D2, D3, and D4). As shown in the figure, EBJR outperforms the standard EfficientDet
models, where it reaches 97% of the Teacher’s mAP on MS-COCO with 1.8× speed-up. For
the same mAP level, the adaptive feeding method of [47] reports only 1.3× speed-up.

3.2 Specialized EBJR
In Section 2.4, we argued that creating a specialized Student targeted to handle only the
popular categories can make the joint inference more efficient. To study this case we run a
set of experiments on a subset of the Open Images dataset (OID) [22] that has been labeled
using the 256 class labels of Caltech-256 dataset. We train the Student with 20% of the class
labels (i.e. C̄=50 out of 256 labels) along with an extra one reserved for the other classes.
In this setup, we choose the top-50 class labels with the most number of samples in OID
training set. For testing, we randomly select a new set of size 3K from the OID validation
set, where 75% of the data have the top-50 of the labels. This is done to ensure the initial
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Figure 6: The performance of the specialized EBJR on OID validation set. (left) The specialized EBJR
with C̄ = 50 compared with the general case. (right) The impact of different input data percentages
with different chosen subsets of classes for specialized EBJR.

assumption of ‘having the majority of samples from the popular classes’ remains valid.
Figure 6-left shows the results of this experiment. We see that compared to the general

cases of EBJR, the specialized EBJR provides the best performance under the assumption
that the majority of input data belong to a small subset of classes. For example, compared to
the Teacher, the specialized EBJR achieves ≈1.5× less FLOPs with the same accuracy.

Figure 6-right shows the effect of the percentage of data that belong to the top-C̄ classes.
As expected, the more data in the top-C̄ classes, the faster the joint model, since more load
will be directed to the Student which is faster than the Teacher. We observe that when C̄ is
too low or too high, e.g., C̄=10 or 100, the adaptive inference with the specialized Student
becomes less efficient even with large percentages of data in the top-C̄ classes. For C̄ = 20
or 50, the specialized EBJR becomes more efficient, especially when 50% or more of data
belong to top-C̄ classes. More analysis will be given in the supplementary materials.

Note that EBJR is orthogonal to SOTA dynamic inference approaches, including the
weight-sharing ones. In Figure 5-left, we applied EBJR on RS-Net, and showed an improved
performance on top of it. More results are given in the supplementary materials.

One limitation of EBJR is memory overheard due to the need of both Student and Teacher
at inference time. One solution to deal with this problem is to perform the largest possible
Student on the edge, but the Teacher on the cloud. If a desired accuracy on the edge is not
met, the Router sends certain samples to the cloud for higher accuracy. Since Student is the
largest size that can fit to the device, it is expected to handle most cases, while cloud will be
used only sparingly in accuracy-sensitive applications. In this setup, the overall accuracy is
not bounded by what can run on edge, but the upper-bound is what can run on cloud.

4 Conclusion
In this paper, we presented an adaptive inference method that combines large, but accurate
models with small, but fast models. We proposed an effective energy-based routing module
for directing different samples to deep or shallow models. Our method provided a trade-
off between the inference latency and accuracy, which in practice is a useful knob for the
users to adjust based on their required accuracy or latency, without a need for re-training. In
addition, we provided an extension to our method for increasing the inference efficiency by
training the shallow models in a way that they only learn to perform the down-stream tasks
partially. We presented theoretical and experimental evaluations in support of our method.
We hope our work can help facilitate building efficient multi-model inference systems.
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