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1 Implementation details

1.1 Deformable part-based RoI pooling layer
We normalize the displacements (dx,dy) by the widths and heights of parts to make the layer
invariant to the scales of the images. We also normalize the classification feature maps before
forwarding them to deformable part-based RoI pooling layer to ensure classification and
regularization terms are comparable. We do this by L2-normalizing at each spatial location
the block of C+1 maps for each part separately, i.e. replacing z from Eq. (1) with

z̄i, j,c(x,y) =
zi, j,c(x,y)√

∑c′ zi, j,c′(x,y)2
. (1)

Optimization of (dx,dy) is performed by brute force in limited ranges and not whole images.
With λ de f (Eq. (1)) not too small, the regularization effectively restricts values of the dis-
placements, leaving the results of pooling unchanged. In all experiments, we use λ de f = 0.3.

1.2 Deformation-aware localization refinement
The localization module is applied for each class separately and takes the normalized dis-
placements dR

c of a class as input, of size 2k2 (i.e. a 2D displacement for each part). It is
composed of two fully connected layers with a ReLU between them. The size of the first
layer is set to 256 in all our experiments. The output from average pooling (upper path in
Fig. 3) is the main outcome and is obtained from the visual features only without consider-
ing deformations. The one from the fully connected layers (lower path in Fig. 3) encodes the
positions of parts, and is merged with the first with an element-wise product (both are of size
4 for each class) to adjust it accordingly to the exact locations where it was computed.
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2 Experimental setups

2.1 Ablation study
We use the fully convolutional backbone architecture ResNet-50 [17] whose model pre-
trained on ImageNet is freely available. The network is trained with SGD for 60,000 iter-
ations with a learning rate of 5 · 10−4 and for 20,000 further iterations with 5 · 10−5. The
momentum parameter is set to 0.9 and the weight decay to 10−4. Each mini-batch is com-
posed of 64 regions from a single image at the scale of 600 px, selected according to Fast
R-CNN [13]. Horizontal flipping of images with probability 0.5 is used as data augmenta-
tion. We exploit the region proposals computed by AttractioNet [11, 12], released by the
authors. The top 2,000 regions are used for learning and the top 300 are evaluated during
inference. We use k×k = 7×7 parts, as advised by the authors of R-FCN [5]. As is common
practice, detections are post-processed with NMS.

2.2 PASCAL VOC results
Changes with respect to the previous setup include replacing ResNet-50 by ResNeXt-101
(64x4d) [38], increasing the number of iterations to 120,000 and 160,000 with the same
learning rates, using 2 images per mini-batch with the same number of regions per image.
We also include common tricks as described in the main paper.

3 Examples of detections with DP-FCN
Below are some example detections (using VOC color code) on unseen VOC 2007 test im-
ages, from the final DP-FCN model trained on VOC 07+12 data (Section 4.2).
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