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In supplementary section of the paper, first we show qualitative and quantitative results for
Multiview dataset [5] and then show more qualitative results on the mentioned datasets in
the main paper.

1 Multi-view images

Further, we demonstrate the ability of our algorithm in denoising an image given the noise-
free images of a similar scene captured in other views. This scenario emerges when one of
the multi-view images is corrupted by sensor noise while the other are still noise-free.

For a fair comparison to related methods such as those in [6] and [9], we use ten scenes
from Middlebury Computer Vision [5], each scene captured in six views. First view is used
as a test image while remaining views are used as training images.

Figure 1 shows the PSNR of our method against the competing methods. Our algorithm
is the best performer followed by TID [6]. For high noise variance, the performance of
TID [6] degrades and is similar to internal image denoising while our method consistently
outperforms both internal denoising and TID. Our average PSNR gain is 0.97 dB over TID
and 1.97 dB over EPLL [10] for σn = 80. In figure 2, we demonstrate the visual quality of
our method and other denoising algorithms on an image of dolls. When closely examining
the textured areas on dolls, we observe that our method recovers finer details and signifi-
cantly reduces the noise, therefore, yielding higher PSNR. On the other hand, the competing
methods either smooths out the texture or creates artifacts on the dolls.

2 More Examples

First, we show the results for low noise levels, σn = 10 and σn = 20 in figures 3 and 4,
respectively. Similarly, we present denoising result on building images from dataset [9] in
figures 5 and 6.

In figures 7 and 9, we show further results for face images in the Gore dataset [7]. The
images restored by our method appear to be more face-like than those achieved by the others,
thanks to the category-specific support patches. The proposed algorithm is able to recover
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Figure 1: Multiview image denoising: Each PSNR value is averaged over 10 test images
with a size of 450×375.

Input BM3D [2] PCLR [1] PGPD [8] WNNM [4] TID [6] Ours
10.07 dB 24.35 dB 24.48 dB 24.39 dB 24.37 dB 24.97 dB 26.44 dB

Figure 2: Comparison of denoising methods on an image from the Middlebury Computer
Vision dataset [5], for σn = 80. Our method is able to recover texture on the dolls while
others fail to achieve that.

the weak textures around the eyes and mouth, while state-of-the-art methods fail to recover
any textures near the eyes, mouth or nose.

Figures 8 and 10 demonstrate a qualitative comparison with state of the art alternatives
for images from the Multiview dataset in [5]. Our proposed method recovers all of the
fine details and textures while the others methods produce smoother images with much less
details. Overall, our method is robust and achieves higher-quality results than the others.
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Original Input BM3D PCLR PGPD
28.14 dB 35.57 dB 36.74 dB 36.45 dB

SAIST TID EPLL WNNM Ours
35.63 34.73 dB 36.14 dB 36.99 dB 38.21 dB

Figure 3: Denoising sample results (with PSNR) from the Multiview dataset [5] for the noise
standard deviation σn = 10.

Original Input BM3D PCLR PGPD
24.61 dB 30.49 dB 30.89 dB 30.67 dB

SAIST TID EPLL WNNM Ours
30.78 20.46 dB 30.41 dB 30.90 dB 31.08 dB

Figure 4: Denoising results on a bike image [3], for σn = 20. Our method is able to recover
sharp boundaries around the bike.

Original Input PCLR PGPD SAIST TID WNNM Ours
27.54 dB 27.64 dB 27.42 dB 23.23 dB 27.79 dB 28.18 dB

Figure 5: Denoising results on a dataset from [9], for σn = 50. Differences can be better
viewed in high resolution.
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Original Input PCLR PGPD
26.82 dB 26.73 dB

SAIST TID WNNM Ours
26.45 dB 20.92 dB 26.85 dB 27.34 dB

Figure 6: Denoising results on a image from dataset [9], for σn = 90.

Input BM3D e-BM3D e-NLM e-SAPCA e-TSID
11.23 dB 25.62 dB 25.57 dB 25.47 dB 25.60 dB 24.68 dB

Original
PCLR PGPD TID EPLL WNNM Ours

24.77 dB 25.56 dB 25.27 dB 25.42 dB 25.05 dB 27.57 dB
Figure 7: Denoising results for a face image selected from the Gore dataset [7] for standard
deviation σn = 70. Differences are better observed in a magnified view.
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Input BM3D e-BM3D e-NLM
11.22 dB 23.84 dB 22.59 dB 23.32 dB

Original e-SAPCA e-TSID PCLR PGPD
22.66 dB 23.61 dB 23.57 dB 23.90 dB

TID EPLL WNNM Ours
22.16 dB 23.47 dB 23.85 dB 25.86 dB

Figure 8: Denoising results (with PSNR) for an image from the Multiview dataset [5] for
standard deviation σn = 70.

Input BM3D e-BM3D e-NLM e-SAPCA e-TSID
8.13 dB 23.31 dB 23.38 dB 21.54 dB 21.81 dB 21.41 dB

Original
PCLR PGPD TID EPLL WNNM Ours

21.94 dB 23.08 dB 23.50 dB 23.06 dB 22.25 dB 24.48 dB
Figure 9: Comparison of the results produced by state-of-the-art methods for a face image
selected from the Gore dataset [7] when σn = 100.
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Input BM3D e-BM3D e-NLM
8.14 dB 24.92 dB 22.01 dB 24.13 dB

Original e-SAPCA e-TSID PCLR PGPD
24.57 dB 22.97 dB 24.92 dB 24.91 dB

TID EPLL WNNM Ours
19.09 dB 23.47 dB 24.77 dB 26.21 dB

Figure 10: Denoising sample results (with PSNR) from the Multiview dataset [5] for the
noise standard deviation σn = 100.
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