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We tackle the problem of detecting fast incom-
ing objects from a moving camera (e.g. on a fly-
ing robot) before an impact. We detect these ob-
jects using the optical flow computed from an
uncalibrated camera without extracting any fea-
ture points [1].

We calculate (and compensate) the motion
induced by the camera and the time-to-contact
(TTC) [3] to infer the position and the closeness
of the incoming objects, respectively. We divide
the optical flow into a grid of g×g pixel cells and
we detect motion that is dissimilar from the one
induced by the moving camera. For each cell j
we compute

α̂ j =
(

1+ e−(m j−M)
)−1

, (1)

where m j is the compensated motion within the
cell and M is the 98% percentile of the over-
all compensated motion in the frame. We use
this motion to adaptively learn the background
motion model while reducing background mo-
tion noise. Unlike [2], our strategy to adaptively
learn the background motion adapts to different
camera velocities and scene depths.

We merge the optical flow information and
use a Bayesian collision avoidance method to lo-
cate object-free regions (whose centre is repre-
sented as safe point) on the image plane. The
flying robot can then use this safe point to infer
where to go and avoid the object. The likelihood
function used by the Bayesian collision avoid-
ance uses measurements from the compensated
motion to fit a Gaussian with an active variance
that is inversely proportional to the object close-
ness, which is measured based on the TTC.

Experiments show that our method to detect
incoming objects with a moving camera outper-
forms baselines and alternative state-of-the-art
methods. Moreover, our approach to learn the
background motion reduces false positive detec-
tions.

Our method can be synergistically used with
other features and combined with other collision
detection methods.
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Figure 1: Example of spurious motion removal.
(a) Original frame. (b) Magnitude of the com-
pensated motion after mapping via a sigmoid
function. (c) Difference from the learnt back-
ground indicating the presence of an incoming
object.
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