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We investigate why the utility of context infor-
mation in object detection is limited through the
evaluation of the effect of different pure con-
text cues. We analyze the predictive potential
of context in an idealized case where the labels
of all contextual objects are known, and only
these labels and their relationships to a target
object are used to predict the target object la-
bel. These experiments reveal that, despite ig-
noring the appearance of the target object, pure
context is effective at predicting the target object
class. Not surprisingly, different categories vary
in their ability to predict certain target objects.
Based on this study, we propose a region-based
context re-scoring method with dynamic context
selection, illustrated in figure 1(b), which tries to
eliminate false positive contextual regions while
emphasizing likely true positive and informative
ones. Specifically, we introduce a latent vari-
able for each contextual region that determines
if that region will be selected to provide context
information. In practice, it is intractable to select
the optimal set of contextual regions that provide
the most trustworthy information when contra-
dictory evidence exists, for and against the tar-
get object being in a certain class. Instead, we
decompose the problem by selecting informa-
tive regions providing the strongest supporting
and refuting evidence independently to compute
a For upper-bound (FUB) and an Against upper-
bound (AUB) of the confidence score, and then
re-score the confidence for that object being in
that class with the difference between the two
upper-bounds. The model for computing the two
upper-bounds is trained by latent-SVM [1].

The proposed method is evaluated on the
SUN RGB-D dataset and achieves 48.25% mean
average precision (mAP), an improvement of ∼
2.8% over using object detections without con-
text (45.47%). We also conduct experiments to

bed: 1
chair: 0.1

sofa: 0.22

counter: 0.17

dresser: 0.82
dresser: 0.68

dresser: 0.5

dresser: 0.29 pillow: 0.23
pillow: 0.19

pillow: 0.18pillow: 0.14

box: 0.14
box: 0.12

box: 0.12

box: 0.11

box: 0.11

box: 0.11

box: 0.1

night
s
tand: 0.33

night
s
tand: 0.23

night
s
tand: 0.1

lamp: 0.9
lamp: 0.81

lamp: 0.64

lamp: 0.57

lamp: 0.28

lamp: 0.26 lamp: 0.15lamp: 0.11

(a) Detection Results (b) Context Selection

Figure 1: (a) Imperfect detections from the Fast
R-CNN detector; (b) The proposed context se-
lection method.

study the performance of the selection model.
Both the simulations on pure context and the
real-world experiments using the proposed se-
lection method demonstrate the importance of
object-to-object context and the gain attributed
to the context selection scheme.
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Figure 2: 1st row: FUB model. 2nd row AUB
model. The yellow boxes are the target objects,
the red boxes are the selected contextual regions,
and the blue dashed boxes are the ones that are
not selected.
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