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This paper focuses on the problem of identity-
based face retrieval [2], a problem heavily de-
pending on the quality of the similarity func-
tion used to compare the images. Instead of us-
ing standard or handcrafted similarity functions,
one of the most popular ways to address this
problem is to learn adapted metrics, from sets
of similar and dissimilar example pairs. This is
generally equivalent to projecting the face signa-
tures into an adapted (possibly low-dimensional)
space in which the similarity can be measured
by the Euclidean distance. For large scale appli-
cations, the dimension of this subspace should
be as small as possible to limit the storage re-
quirements, and the projections should be fast to
compute. Since the Euclidean distance fulfill the
second requirement, producing face representa-
tions adapted to the Euclidean metric is interest-
ing. However, such representations usually have
very large sizes. Several methods have been pro-
posed to learn projections that are capable of re-
ducing the size of the signatures while preserv-
ing their performance. Most of these approaches
are based on metric leaning algorithms [1] used
to learn Mahalanobis-like distances:

DW(xi,x j) = (xi−x j)
>W(xi−x j), (1)

with W a positive semi-definite matrix. To guar-
antee this property and to reduce the size of the
signatures, these methods use the factorization
W = LL> with L ∈MD×d as projection ma-
trix: yi = L>xi. It is important to control the
rank of W so that the dimension of the reduced
signature is as small as possible.

In this paper, we focus on a particular met-
ric learning algorithm so-called MLBoost [3], a
supervised method based on boosting. MLBoost
learns the metric incrementally by aggregating
several weak metrics:

DW(xi,x j) = ∑
t

α
(t) Dz(t)

(
xi,x j

)
(2)

Sign. Final n= n= n= n= n=
Dim. 1 10 20 50 100

LBP
D = 9860

FULL 31.9 53.7 60.5 68.8 74.7
16 18.7 43.5 52.7 64.3 74.0
32 31.4 57.0 63.1 72.1 77.3

128 36.4 54.8 62.9 71.6 77.5
512 38.5 58.6 63.6 74.0 79.2

VGG-Face
D = 4096

FULL 89.6 96.9 97.4 98.1 98.3
16 82.0 94.1 96.7 97.6 98.6
32 89.4 96.2 97.4 98.1 98.6

128 90.8 95.7 97.2 98.1 98.8
512 92.4 96.7 97.6 98.3 98.6

Table 1: Performance of MLBoost with low-cost
weak metrics (τ = 5%) and rank constraints (R ∈
{16,32,128,512}) for face retrieval on the LFW
Dataset [2] ( “FULL” rows correspond to the perfor-
mance of the non-reduced original signatures).

with α(t) the weights of the weak metrics and
z(t) the projector vectors of these weak metrics.
Here, we propose two improvements over ML-
Boost [3]: (i) A new method for computing
weak metrics at a lower computational cost;
(ii) An explicit way to control the rank of the
produced metric during the learning phase, al-
lowing to fix the size of the low-dimensional
space in which the images are represented.

Our experiments demonstrated a more than
10× speedup in addition to a significant im-
provement in the performance of the signatures
even when their dimensions are strongly reduced
(Table 1).
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