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Graph based dimensionality reduction tech-
niques have been successfully applied to clus-
tering and classification tasks. The fundamen-
tal basis of these algorithms is the constructed
graph which dominates their performance. Usu-
ally, the graph is defined by the input affinity ma-
trix. However, the affinity matrix is sub-optimal
for dimension reduction as there is much noise
in the data. To address this issue, we propose the
projective unsupervised flexible embedding with
optimal graph (PUFE-OG) model. We build an
optimal graph by adjusting the affinity matrix.
To tackle the out-of-sample problem, we employ
a linear regression term to learn a projection ma-
trix. The optimal graph and projection matrix
are jointly learned by integrating the manifold
regularizer and regression residual into a unified
model. An efficient algorithm is derived to solve
the challenging model. The experimental results
on several public benchmark datasets demon-
strate that the presented PUFE-OG outperforms
other state-of-the-art methods.

When the labels are available, the most pop-
ular dimensionality reduction algorithm is lin-
ear discriminant analysis (LDA). It has excel-
lent performance as LDA utilizes discriminant
information to learn the subspace. In addition,
simultaneously performing clustering and sub-
space learning can yield even better clustering
result. [3] proposed an effective discriminating
K-Means (DisKmeans) algorithm by integrating
LDA and K-Means. However, labeled data are
often very costly to obtain.

When the labels are unavailable, unsuper-
vised dimensionality reduction methods become
the only choice. For example, PCA is widely

used because of its simplicity and efficiency.
The unsupervised graph based dimensionality
reduction methods usually outperform PCA.
This is because these methods take advantage
of manifold information. Many graph based di-
mensionality reduction methods have been ex-
plored, such as locally linear embedding (LLE),
Laplacian eigenmap (LE), and ISOMAP. How-
ever, these methods suffer from out-of-sample
problem. They can not map the new data points
that are not included in the training set. To tackle
this problem, many works [1] integrated the
manifold regularizer with the ridge regression
loss into the subspace learning framework. Sim-
ilar to other manifold learning algorithms, their
performance is also controlled by the graph con-
structed by the fixed affinity matrix, which might
lead to a sub-optimal result [2]. To address this
issue, we propose a projective unsupervised flex-
ible embedding with optimal graph (PUFE-OG)
framework. Instead of utilizing the fixed affin-
ity matrix to preserve the manifold structure, we
construct an optimal graph by adapting the affin-
ity matrix for subspace learning.
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