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In this paper, we develop an event-based Hough
transform and apply it to a new type of camera,
namely Dynamic Vision Sensor (DVS). DVSs
are a new generation of cameras that are sensi-
tive to logarithmic intensity change [4]. Once
the change is larger than a predefined threshold,
a positive or negative event will be generated de-
pending on the direction of the change.

The main idea of Hough transform is first
transforming every point from the conventional
Cartesian coordinates to the parameter space, in
which every point defines a specific shape, and
then finding local maximums in the parameter
space to obtain the shape parameters through a
voting procedure [3].

In this paper, we use LIF spiking neurons [1]
to build an SNN that represents the parameter
space of Hough transform for line detection. ev-
ery Spiking Neuron (SN) has some inputs and an
output. The input is a spike train that influences
the neuron’s Membrane Potential (MP) which is
always decaying by a fixed rate. Whenever the
MP exceeds the + or - threshold, a spike with
corresponding polarity is generated in the output
and MP is reset to zero subsequently.

The parameter space is built up by a two di-
mensional SNN with one dimension for angle
θ and the other for normal distance r. A local
lateral inhibition strategy is adopted in our SNN
which allows the SNN to suppress noise lines (or
redundant lines) from being detected.

In cases that there are more than one moving
line in the frame, we need a segmentation pro-
cedure to distinguish between them. Since ev-
ery line is moving smoothly in Cartesian space,
the corresponding spikes in parameter space are
"moving" smoothly as well and they produce
a cluster. We use an event-based clustering
method [2] to do the segmentation and tracking
of different lines.
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Figure 1: (a) Image captured by a conven-
tional camera; (b) The proposed event-based al-
gorithm’s line detection results (yellow) super-
imposed onto DVS events (grey); (c) Conven-
tional frame-based hough transform’s results us-
ing MATLAB standard functions for line detec-
tion with the same number of the lines.

The efficacy of the proposed algorithm is
shown by extensive experiments on both arti-
ficially generated events and real DVS output.
SNN with local lateral inhibition is efficient in
detecting correct lines and tracking them as well
as suppressing incorrect ones as seen in figure 1.
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