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We consider the problem of localizing objects from weakly labeled im-
ages. For an object category (e.g. “dog”), we have a collection of images,
where the labels are only given at the image level. If an image has a pos-
itive label, we know there is an object of interest (i.e. “dog”) somewhere
in the image. But we do not know the exact location of the object in the
image. If an image has a negative label, we know that this object is not in
the image. From such weakly labeled data, we would like to localize the
object of interest in the positive images. Note that there might be multiple
instances of the object in a positive image. Our goal is to localize one of
those instances.

Our proposed method is loosely inspired by the binding problem
in human visual systems [2]. It is believed that human brains involve
two stages when processing visual information. First, human brains pre-
consciously segregate visual input into disparate brain regions. Then the
brains combine the results of many sensory operations to create coherent
visual experience. During this whole process, the ability to selectively
focus on certain spatial regions (i.e. attention) is crucial for human visual
systems.

In this paper, we propose a new approach for localizing objects in
weakly labeled data. The novelty of our method is to introduce the
concept of “attention” in weakly supervised learning. Our approach starts
with generating a set of candidate object regions in each image using
standard object proposal techniques. For each object proposal, instead of
directly predicting its class label, we first compute an “attention score”.
This attention score indicates the importance of each object proposal.
We then combine the object proposals in the image using their respective
attention scores to form a whole image feature vector. This feature
vector is then used to classify this image. Since the feature vector for
whole image classification is obtained from candidate regions using their
attention scores, this will focus the model to learn to assign high attention
scores to regions that contain the object of interest. The overview of our
approach is illustrated in Fig. 1.

Object proposals: Given a collection of weakly labeled images, the first
step of our approach is to generate a shortlist of object proposals in each
image. We use the edge boxes method [3], which is a commonly used
technique for generating object proposals. Each proposal is a bounding
box that may contain any object. This method is based on a simple ob-
servation – the number of contours contained in a bounding box is a good
indication of how likely this box contains an object. Given a candidate
bounding box in an image, the edge boxes algorithm assigns an object-
ness score by examining the number of edges in the box and those that
overlap the box’s boundary.

Let x be the input image and K be the number of object proposals
generated on the image x. To simplify the notation, we assume that we
get the same number of object proposals on each image, although this is
not a requirement of our method. We represent each proposal as a fixed
length feature vector xi (i = 1,2, ...,K). We use the 4096 dimensional
CNN feature implemented in Caffe [1] to extract the feature vector from
each proposal. This feature has been proved to be effective for a wide
variety of computer vision tasks.

Proposal attention: For each object proposal xi, we then compute an
attention score si indicating how likely this object proposal contains the
object of interest. This is achieved by applying a linear mapping on xi
followed by a softmax operation. Let wa denote a vector of parameters
for the linear mapping, the attention score si is calculated as:

gi = w>
a xi (1a)

si =
exp(gi)

∑
K
j=1 exp(g j)

, i = 1,2, ...,K (1b)

Figure 1: An overview of our architecture. Given an image, we extract
proposals that are likely to contain any object. Each proposal is passed
to a linear layer to obtain its attention score. We then apply the softmax
operation to the attention scores before multiplying it with its correspond-
ing proposal features. This gives a whole image feature vector that is the
weighted average of proposals. Finally, we use the whole image feature
to classify the image.

Without loss of generality and to simplify the notation, we use a linear
mapping without the bias term in Eq. 1 by assuming that the feature vector
x already has 1 appended to the end.

If we ignore the softmax operator in Eq. 1, the linear mapping in Eq. 1
alone can be loosely interpreted as a “detection score”. In the ideal case, if
we have access to fully supervised data where the ground-truth bounding
boxes are provided, we can learn wa directly using standard supervised
learning. However, since we only have weakly supervised data where
the labels are provided only at the whole image level, we can not learn wa
directly. Instead, the attention score in Eq. 1 simply provides an indication
on how likely this object proposal contains an informative image region.

The softmax operator in Eq. 1 is a crucial part of our model. First of
all, it introduces nonlinearity in the overall model. Second, it makes sure
that the attention scores si (i = 1,2, ...,K) of all the object proposals in an
image sum to 1.

Image-level classification: Since our data are labeled only at the image-
level, we need to use a learning method where the loss function is based
on image-level labels. In our work, we use the attention scores to combine
the object proposals to get an image-level feature vector z as z=∑

K
i=1 sixi.

This image-level feature z is then used to classify the whole image by a
linear classifier with parameters wc:

f (x;{wa,wc}) = w>
c z (2)

where f (x;{wa,wc}) is the score of classifying z to be a positive class.
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