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Estimating the shape and appearance of a three
dimensional object from flat images is a challeng-
ing research topic that is still actively pursued.
Among the various techniques available, Pho-
tometric Stereo (PS) is known to provide very
accurate local shape recovery in terms of sur-
face normals. In this work we propose to min-
imise non-convex variational models for PS that
recover the depth information directly.

Photometric Stereo consists in finding a depth
map z that best explains all image irradiance equa-
tions (IIEs) Ii = R(z;si,ρ), for several images
Ii, considered under different lightings si, with
i ∈ {1, . . . ,m}. The function R describes our re-
flectance model in terms of the depth z, the light-
ing si, and the albedo ρ . We assume Lambertian
reflectance, neglect shadows, and require m > 3.

Our approach uses a variational framework
with a least-squares penalisation on the IIEs aug-
mented with a zero-th order Tikhonov regulari-
sation. The obtained energy (1) is non-convex
and we make use of matrix differential theory
and recent developments in non-convex and non-
smooth optimisation to determine good minimis-
ers.

min
z,ρ

{
ER (z,ρ; I)+

λ

2
‖z− z0‖2

}
(1)

Here, ER represents the reprojection criterion
based on the IIEs.

Our numerical strategy uses recent findings
of Ochs et al. [2]. They proposed a novel method
to handle such tasks, called iPiano. Inspired by
the heavy-ball method, it separates non-smooth
and non-convex parts in an efficient splitting strat-
egy. Further benefits include a thorough conver-
gence theory. The algorithm makes explicit use
of the derivative of the smooth terms in the cost
function, which in our case involves derivatives
of matrix-valued functions, and we will employ

Figure 1: Test data, 3D-reconstructions obtained,
3D-reconstruction results using the full pipeline,
consisting of a preprocessing, followed by classic
PS and finally our proposed method.

as a technical novelty, matrix differential theory
[1] to derive the resulting scheme.

Figure 1 presents some visualised results. It
consists of two scenes captured under 20 different
known illuminants. The experimental setups also
demonstrate that our framework performs consis-
tently better than alternative approaches such as
[3] in terms of the mean angular error.

[1] J. R. Magnus and H. Neudecker. Matrix Differ-
ential Calculus with Applications in Statistics and
Econometrics. John Wiley & Sons, 3rd edition,
2007.

[2] P. Ochs, Y. Chen, T. Brox, and T. Pock. iPiano:
Inertial proximal algorithm for non-convex opti-
mization. SIAM Journal on Imaging Sciences, 7
(2):1388–1419, 2014.

[3] R. J. Woodham. Photometric method for deter-
mining surface orientation from multiple images.
Optical Engineering, 19(1):134–144, 1980.


