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Figure 1: Densely-labeled samples from the syn-
thetic dataset.
Are video games realistic enough to be used in
the training of computer vision models to ad-
dress practical, real-world problems? We ex-
plore this idea and deliver a proof of concept
by experimenting with the synthetic RGB im-
ages that we sample from a video game. We
collect over 60,000 synthetic samples with sim-
ilar conditions to the real-world CamVid [1] and
Cityscapes [2] datasets. We provide several ex-
periments to demonstrate that the synthetically
generated RGB images can be used to improve
the performance of deep neural networks on both
image segmentation and depth estimation.
Dataset. We capture the synthetic dataset by
sampling the game every second while an au-
tonomous driver is wandering in the city. Each
sample contains the RGB image, semantic seg-
mentation, depth image, and the surface nor-
mals. See Fig. 1.
Experiments. We use the FCN8 [3] architec-
ture for the dense image classification task, and
for the depth estimation experiments we use the
approach of Zoran et al. [4].
Results. We show that in a cross-dataset set-
ting, the CNNs that we obtain from synthetic
data have a similar test error as the networks that
we train on real-world data (Fig. 2). Further-
more, the synthetically generated RGB images
can provide similar or better results compared to
the real-world datasets if a simple domain adap-
tation technique is applied (Tab. 1). We also
show that pre-training on synthetic data results
in a better initialization and final local minima in
the optimization. For the depth estimation task,
we present similar improvements.
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Figure 2: The cross-dataset per-class accuracy.
The baseline is trained on the target dataset, the
real is trained on the CamVid dataset, and the
synthetic is trained on synthetic data only.

Cityscapes
Model Pixel Acc. Class Acc. IoU
Baseline 83% 77% 50%
Real 83% 77% 50%
Synthetic 84% 79% 51%
Mixed 84% 79% 52%

Table 1: Evaluation of different pre-training
strategies.
Conclusion. Our results suggest that video
games with photorealistic environments are po-
tentially useful for a variety of computer vision
tasks as they can offer an alternative way to com-
pile large realistic datasets for training and eval-
uation.
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