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Figure 1: The motivation of this paper. The
common objects in these images have different
poses, rendering their global shapes inconsis-
tent. However, the local object shapes in dif-
ferent images are highly consistent and provide
important cues for co-segmentation.

Image co-segmentation is a challenging com-
puter vision task that aims to segment all pix-
els of the common objects in an image set. In
real-world cases, the common objects often vary
greatly in poses, locations and scales, making
their global shapes highly inconsistent across
images and difficult to be segmented. However
their local shapes are often highly consistent (see
Fig. 1) and thus transferable. Based on the ob-
servation, we propose a novel co-segmentation
approach, which transfers patch-level local ob-
ject shapes and appears more consistently across
different images. Given a group of M images,
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our framework first estimates coarse initial fore-
ground segmentations by thresholding saliency
maps [3]. Meanwhile, we build inter-image con-
nections by constructing a weighted graph on
patches sampled from different images using [1],
where weights are learned by Locally Linear
Embedding [2]. With the patch graph, we refine
the initial segmentation in each image by trans-
ferring the local shapes among different images.
Formally, we minimize the objective
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s.t. y ∈ {0,1}|y|,
where y concatenates the binary labels of all pix-
els in the image set, y[i] is the part from the ith
image. The energy Eseg implements intra-image
foreground/background segmentation, for which
we use the popular Markov Random Field en-
ergy. The problem is NP-hard and usually large
scale as it operates on pixels, which is approxi-
mately solved by half quadratic splitting.
We evaluate the proposed approach on two pub-
lic benchmarks: iCoseg and Fashionista. Exper-
iments show that our approach performs compa-
rably with or better than the state-of-the-arts on
iCoseg dataset, while achieving more than 31%
relative improvements on Fashionista dataset.
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