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Abstract

Sketch based image retrieval is a particular case of the image retrieval problem, in
which a query is not a regular example image. Instead, the query is a hand-drawn sketch
representing what the user is looking for. This kind of problem has a lot of applica-
tions, in particular when an example image is not available. For instance, in searching
for design pieces in digital catalogs. The natural ambiguity of sketches as well as the
poor skills of drawing make the problem very challenging, which is reflected in the low
performance achieved by current methods. In this work, we present a novel method for
describing sketches based on detecting mid-level patterns called learned keyshapes. Our
experiments were performed in two datasets, one with 1326 images and the other with
approximately 15k images. Our results show an increase of effectiveness around 17%
on the smaller dataset and 98% on the larger one, which represent new state-of-the-art
performance in the sketch based image retrieval domain. We also show that our method
allows us to achieve good performance even when we use around 20% of the sketch
content.

1 Introduction
In the last years, Internet has undergone a considerable growth of multimedia content which
includes photos, videos, music, etc. The proliferation of mobile devices and the expanded
use of social networks have played an important role in this phenomenon. Considering the
huge amount of images on the web, users are requiring new effective an efficient technology
to interact with that kind of content. A content based image retrieval (CBIR) system is an
important application in this domain, which allows users to search large catalogs using a
query example as input. A vast number of research has been devoted to content based image
retrieval [2],[22], leading to very effective results on large datasets. For instance, Google
Images is a good representative of this kind of system.

Unfortunately, the usability of a CBIR system is limited by requiring an example image
as query. How could we deal with scenarios where we need to find some image, but we do
not have an example query to do it?. For instance, suppose that a someone is redesigning
his living room, he would like to buy a lamp with a certain shape; he could have the idea of
what he wants to get, but he does not have an image resembling what he needs. A classical
content based image retrieval system is not possible in this scenario.
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A natural alternative for querying in an image retrieval system is by simply drawing
what the user has in mind. Indeed, drawing was the primitive means of communication
between humans. One of the goals of an image retrieval scenario is to provide users a simple
modality for querying. Thereby, in this context, a drawing means a simple hand-drawn
sketch composed only of strokes that users can do easily, lacking color or texture. In this
regard, although color may provide relevant information for the retrieval task [27], the use
of this attribute is beyond the scope of this work. Examples of hand-drawn sketches are
shown in Figure 1. This kind of querying modality leads to the sketch based image retrieval
problem (SBIR), that is also supported by the widespread touchscreen technology which
allows users to make sketches easily. Even, the task of drawing may result very amused
for users. Nonetheless, dealing with sketches in the image retrieval domain is a challenging
problem because of two main reasons: First, images that we want to retrieve are not sketches,
requiring an intermediate step to pass from images to sketches. Second, query sketches show
certain level of ambiguity by nature that may make a method get confused easily. Indeed, a
sketch exhibits different kinds of variations based, particularly, on non-rigid transformations.
In addition, sometimes a sketch produced by an user will look very rough because of poor
drawing skills or limited time for drawing.

Figure 1: Examples of hand-drawn sketches. The last two are from the Eitz’s dataset [14].

There are many problems that may take advantage of the SBIR applications. A potential appli-
cation is, for instance, to promote the cognitive development of children who have not yet acquired
writing skills. In this way, a SBIR system will allow children to draw simple shapes and the SBIR sys-
tem will return a set of images resembling what the child drew. This may allow children to associate
abstract shapes with real objects, improving their ability to understand the real environment. Another
interesting application is for searching in product catalogs when we have not any image resembling
what we want to get.

In the last few year, we have seen different approaches addressing the SBIR problem [13, 15, 25],
showing still low performance in public datasets. The current approaches are based on low level
features like gradient orientation histograms that in some cases are aggregated using a bag of feature
framework [13, 15]. However, these approaches are far from the way in which our brain works to
interpret patterns. Indeed, diverse studies in neurosciences revel that our brain constructs complex
representations from the signal received on the retina [10, 23]. In addition, the work of Hubel and
Wiesel [10] about visual perception also revels the existence of complex cells specialized in detecting
oriented patterns similar to those that we could find in sketches. These complex cells can be related to
finding higher-level patterns in sketches.

Therefore, taking some ideas of the human visual perception we present a novel method for sketch
based image retrieval. Our method, is based on detecting the occurrence of mid-level patterns on a
sketch. To this end, we figure out, by means of an unsupervised learning process, a set of patterns that
we called learned keyshapes. We then build a histogram that counts the occurrences of the patterns in
the sketch. The histogram is built using soft-voting, spatial division [17] and squared root normalization
[2]. We show that our method improves the effectiveness in two available datasets. Furthermore, our
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proposal doubles the precision achieved by current methods [15, 25].
This document is organized in five sections. Section 2 presents the related work, Section 3 de-

scribes the proposal in detail, Section 4 discusses the experiments and parameter analysis, and finally,
Section 5 shows the conclusions.

2 Related Work
Early works on sketch based image retrieval were based on global representations, using for instance
the distribution of edge pixels [7] or using elastic contours [11]. Others approaches transform the query
sketch into a colorful image (image montage) [8, 12] to proceed with a classical CBIR strategy. The
montage process involves an extra cost that may be impractical in real environments. Following the
advances in computer vision, many researcher have also addressed the SBIR problem applying local
features which are then aggregated by the bag of features (BoF) framework. In this vein, Eitz et al.
[13] proposed two techniques based on SIFT descriptors [19] and Shape Context descriptors [4].

In contrast of regular images, like photos, a sketch undergoes a sparseness condition, where a
great part of the image belong to the background. To deal with this problem Hu and Collomosse
[15, 16] proposed to represent a sketch by a gradient field (GF) image. The GF images are then used to
compute HOG descriptors in different scales. After that, a BoF model is applied to form a frequency
histogram. To obtain the GF image, the Hu’s method requires solving a sparse linear equation system
where the number of variables in the equation is the order of the size of the input image. In addition,
Hu and Collomosse proposed an large dataset containing 14660 images and 329 query sketches. To
our knowledge this dataset represent the largest public dataset in the context of SBIR. Yan Cao et al.
[6] also presented a method based on the Chamfer Distance [5]. Even though the authors present a
technique to deal with large database based on the inverted index structure, the proposed method does
not present any kind of invariance.

The majority of SBIR methods are based on histograms of orientations either to compute a global
representation or a local one. In this context, HOG [9] seems to be the favorite descriptor in the commu-
nity. For instance, Arandjelović and Zisserman [1] use a multi-scale HOG for representing boundaries
in the context of smooth object retrieval. However, because of the sparseness of sketches, HOG de-
scriptors may be also sparse which may impact negatively in the final effectiveness. To address this
problem, Saavedra and Bustos proposed the HELO (histogram of edge local orientations) descriptor
[24], where the orientation histogram is formed by local orientations that are estimated by grouping
pixels in cells and determining just one representative orientation for each cell. The representative
gradient is computed using the square gradient approach. In a recent work [25], Saavedra presented
SHELO, a improved version of HELO, where a soft computation for computing representative gradient
as well as for computing spatial division are applied. It has been demonstrated that SHELO shows an
outstanding performance over HOG and HELO in the context of sketch based image retrieval. How-
ever, the performance of SHELO seems to be comparable to the performance of GF-HOG when it is
evaluated in the Flickr15k dataset.

A critical problem with the sketch based image retrieval is about the disparity between a test image
and a query sketch. The first one is a regular image, containing a lot of details, but the second one is
a more abstract representation containing only strokes. To address this disparity, an edge detector is
commonly applied on the test images. The Canny detector is commonly used for this task. However,
Canny method produces high response in front of high variability in the image, leading to a noisy
representation. Nonetheless, the problem of getting reliable edges from images has been studied by
many researchers [3, 20], who have proposed effective by costly methods. In this vein, Lim et al. [18]
have recently presented an efficient mid-level based method for detecting contour in images that we
can use for converting images into a sketch-like representation.

To the best of our knowledge, the proposed SBIR methods are based on low level features that
could then be aggregated using techniques as the bag of features. Different from these traditional
approaches, we present a novel method that exploits mid-level patterns on sketches. These patterns are
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presented as learned keyshapes. The idea of using keyshapes for sketches was previously studied by
Saavedra and Bustos [26]. In that work, they proposed to use six fixed keyshapes that rarely represent
the variety of shapes that we could find in sketch images. Instead, we figure out keyshapes by clustering
on a huge amount of sketch patches. In this way, we present state-of-the-art results using our keyshape-
based approach (LKS) showing an effectiveness increase of around 98% in the Flickr15k dataset and
around 17% in the Saavedra’s dataset.

3 Learned KeyShape (LKS) approach
Our proposal consists of two stages (2). The first one is an offline process that is devoted to figure out
a set of keyshapes. The second one, is dedicated to generate the LKS descriptors based on the detected
set of keyshapes. In the following, we describe in detail each of the steps involved in this proposal.

Keyshape
Generation

Sketch Patch
Extraction

Sketch dataset [Eitz et al.]

keyshapes

Sketch Token
Contour Detection
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Figure 2: A scheme of our Learned KeyShapes based proposal (LKS).

3.1 KeyShape Generation
To address this task, we got inspired by the work of Lim et al. [18], where reliable contour maps are
obtained by detecting a set of edge structures called sketch tokens, that are learned from a training
collection of contour images. For learning sketch tokens, Lim et al. used the Berkeley Segmentation
Dataset(BSD500) [3, 21]. In our case, as our goal is to detect keyshapes on sketches, we require a
different training dataset, one representing hand-drawn sketches instead of contour maps. Thereby, to
accomplish this task, we use the sketch dataset proposed by Eitz et al. [14] in the context of sketch
classification, which contains 20000 sketches organized in 200 different classes. Using this dataset we
extract one million of 31×31 sketch patches, each one centered in a stroke point.

Following the work of Lim et al. we represent each patch by DAISY descriptors [28] setting
the parameters as RQ=2 (radius quantization) , TQ=8 (angular quantization), and HQ=8 (histogram
quantization). The descriptor is computed with respect to the center of the patch which yields a 136-
dimensional descriptor ((2× 8+ 1)× 8 = 136). DAISY was chosen because of its effectiveness and
efficiency for computing local descriptors on a dense set of points. In our case, DAISY descriptors will
be computed for each stroke point on a sketch image during the search process. The DAISY descriptors
computed for the training patches are then clustered by K-means. We run experiment with different
values of K (number of clusters). In Figure 3, we show a sample of learned keyshapes using K = 150.

It is also important to mention that the dataset for discovering keyshapes is independent on the
datasets used for evaluation. This allows us not only to avoid any possible bias in the learning process
but also to learn more general keyshapes.

Finally, each cluster Ci is represented by its mean µi, and the distance ri of the farthest point in Ci
to µi. In this sense, the set of K clusters are represented by the following:

ClustersK = {(µ1,r1), · · · ,(µK ,rK)} (1)
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Figure 3: A sample of learned keyshapes when the number of clusters K = 150.

3.2 LKS Descriptor Computation
3.2.1 Sketch Token Contour Detection

As we mention in previous sections, a critical task in a SBIR system is to represent an image as a
sketch. Instead of using low level methods as Canny, we prefer to use the sketch token based approach
proposed by Lim et al. [18]. The sketch tokens are a kind of mid-level patterns. Therefore, given
an image we will get an skecth token map, where for each image pixel a score of being a contour
point is assigned. In our proposal we chose a threshold to decide whether a score value is enough to
be considered as a contour point or not. Empirically we set this threshold as 60% of the maximum
response in the underlying sketch token image. An example of a color image with its corresponding
sketch token and contour image is depicted in Figure 4.

(a) (b) (c)
Figure 4: (a) Original image, (b) sketch token image (c) contour image.

3.2.2 KeyShape Detection

We extract sketch patches from the input query as well as from the sketch-like representation of a test
image (the contour map). Each patch is centered in each stroke point. Therefore, we have as much
sketch patches as the number of stroke points in the image. For each patch, we search for the P nearest
keyshapes using DAISY descriptors.

We define Si as the i-th sketch patch in an image. Let pi
j be the index of the j-th nearest keyshape

of Si and δ i
j the corresponding distance between Si and pi

j . Thereby the set KSi
P of P nearest keyshapes

of Si is defined by the following:

KSi
P = {(pi

1,δ
i
1), · · ·(pi

P,δ
i
P)} (2)

3.2.3 LKS-Histogram Computation

We build a K-size histogram, where K is the number of keyshapes. In this process, three steps are
involved: (1) Voting, (2) Spatial Division, (3) Normalization.

1. Voting: Each sketch patch Si (represented as a DAISY descriptor) votes for P bins according to
KSi

P. The vote is computed in a soft manner by means of a gaussian kernel function G(·, ·) [29],
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defined as follows:

G(Si, pi
j) =

1
σpi

j

√
2π

exp

−0.5
δ i

j
2

σpi
j
2

 (3)

where G(·, ·) is computed with respect to a sketch patch (Si) and its corresponding j-th nearest
keyshape (pi

j). Considering a gaussian distribution of the distances for each cluster, we set the
standard deviation of the kernel depending on the maximum distance in the cluster. Thereby,
we set σpi

j
= α ∗ rpi

j
, with α = 1, which means that around 68% of the points in a cluster have

a distance no greater than the maximum distance on the cluster estimated during training.
Then Si votes for the bin pi

j of the LKS histogram hLKS as follows:

votei
j =

G(Si, pi
j)

∑
P
k=1 G(Si, pi

k)
(4)

hLKS(pi
j)+ = votei

j (5)

where hLKS(·) is the LKS histogram for the underlying sketch or contour.

2. Spatial division: To take into account the spatial distribution of strokes, we divide the image
into B×B blocks yielding a final histogram with B×B×K bins. The histogram for each block
is computed using bi-linear interpolation. Finally, the LKS histogram is the concatenation of all
the block histograms.

3. Normalization: Each LKS histogram computed on a block is then normalized to unit length.
For retrieving images, the histogram of a query sketch will be compared with the histogram of
a test image. This comparison is carried out by a distance function, commonly Minkowski’s
functions are used. However, this comparison may be biased by peaks in the histograms. To
reduce the negative impact of this phenomenon, Arandjelović and Zisserman [2] suggest to use
a Hellinger distance function. This process is similar to normalize the histogram taking the
square root of each element and then applied a classical L2 distance. Thereby, we normalize the
complete LKS histogram by the square root rule.

4 Experimental Evaluation
4.1 Dataset
For evaluation purposes we used two datasets: The first one proposed by Saavedra and Bustos [24],
which is a small dataset consisting of 1326 test images and 53 sketch queries. The second one is
the Flickr15k dataset [15], which is a larger dataset containing 14660 images labeled in 33 different
classes. The Flickr15k dataset also provides 329 sketches drew by different users, each sketch also
belong to one out of 33 classes. For measuring the performance of the SBIR methods, we use the
precision-recall graphic as well as the mean average precision metric (mAP).

4.2 Result Analysis
In Table 1, we present the mAP for different approaches including HOG[9], GF-HOG [15] and SHELO
[25]. We can note that our proposal achieves an effectiveness gain of around 17% in the Saavedra’s
dataset and around 98% in the Flickr15k dataset. In particular, our method achieves a mAP of 0.245 in
Flickr15k, while the others are around 0.12. This result shows the goodness of using mid-level features.

In addition, we present in Figure 5 the recall-precision graphic comparing our proposal LKS with
SHELO in the two evaluation datasets.

We achieve the best performance for similar settings of LKS in the two datasets. In the Saavedra’s
dataset we found the best performance (mAP=0.3251) when B = 4,P = 10, and K = 150, and in the

Citation
Citation
{Arandjelovic and Zisserman} 2012

Citation
Citation
{Saavedra and Bustos} 2010

Citation
Citation
{Hu and Collomosse} 2013

Citation
Citation
{Dalal and Triggs} 2005

Citation
Citation
{Hu and Collomosse} 2013

Citation
Citation
{Saavedra} 2014



SAAVEDRA, BARRIOS: LKS 7

HOG GF-HOG[15] SHELO[25] LKS gain
Saavedra’s 0.2355 unreported 0.2766 0.3251 17.5%
Flickr15K 0.0771 0.1222 0.1236 0.2450 98.2%

Table 1: Mean Average Precision comparing our proposals LKS with state-of-the-art meth-
ods.

Figure 5: Precision-Recall graphic showing the performance of LKS (blue curve) and SH-
ELO (red curve) on the Saavedra’s dataset (on the left) and Flickr15k dataset (on the right).

Flickr15k the best parameters were B = 3,P = 20, and K = 300 obtaining a mAP = 0.2497. However,
we also achieve a very competitive mAP = 0.2450 in Flickr15k when we use B = 3,P = 10,K = 150,
an we prefer this setting since the final descriptor size is twice lower. A sample of our results obtained
for different parameters are shown in Table 2 and Table 3.

4.2.1 Parameter Analysis

We first analyze the performance of our method varying the parameter P, the number of nearest
keyshapes used in the voting process, and B, the number of blocks used for spatial division. We run
experiments where P takes values in {5,10,15,20} and B in {1,2,3,4,5,6,7}. In Figure 6, we show
the mAP achieved in the two evaluation datasets when K = 150. The best performance is obtained
when B = 3 or 4 and P = 10. Note that a low value of P is required in order to reduce the complexity
of the method.

We also evaluate the impact of the number of keyshapes K. In Figure 7, we show the performance
of LKS for the two datasets. For both datasets, the best performance is achieved when K = 150. In this
experiments K takes values in {50,100,150,200,300} when B = 4,P = 10 in the case of Saavedra’s
dataset and B = 3,P = 10 in Flickr15k. For reducing the complexity of the method a low value of K is
preferable.

LKS detects keyshapes for all stroke points of an input image, so the complexity of the descriptor

K=50 K=100 K=150 K=200 K=300
B=3, P=10 0.2802 0.2901 0.2911 0.2908 0.2949
B=4, P=10 0.2925 0.3186 0.3251 0.3248 0.3180
B=3, P=15 0.2773 0.2888 0.2900 0.2911 0.2916
B=4, P=15 0.2828 0.3076 0.3210 0.3241 0.3250
B=3, P=20 0.2783 0.2863 0.2886 0.2878 0.2893
B=4, P=20 0.2789 0.3019 0.3144 0.3191 0.3220

Table 2: mAP for a sample of different parameters in the Saavedra’s dataset.
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K=50 K=100 K=150 K=200 K=300
B=3, P=10 0.2246 0.2407 0.2450 0.2431 0.2381
B=4, P=10 0.2208 0.2370 0.2351 0.2272 0.2104
B=3, P=15 0.2124 0.2348 0.2437 0.2452 0.2472
B=4, P=15 0.2056 0.2330 0.2390 0.2375 0.2300
B=3, P=15 0.2058 0.2276 0.2387 0.2446 0.2497
B=4, P=15 0.1964 0.2255 0.2361 0.2402 0.2387

Table 3: mAP for a sample of different parameters in the Flick15k dataset.

is directly affected for the complexity of the sketch that means that more stroke points on the image
more point to classify. In this regard we evaluate the performance of our proposal when only a fraction
of the total stroke points are used. We found that in both evaluation dataset, our proposal does not
undergo significant loss of precision when we used until 20% of the stroke points (See Figure 8).

Finally, in Figure 9, we present examples of retrieval results using our proposal on the Flickr15k
dataset. For each row, we present a query sketch together with the five first responses.

Figure 6: Performance of LKS varying the number of blocks for spatial division and the
number of P for voting when K = 150. On the left, we see the performance on the Saavedra’s
dataset. On the right, we show the performance on the Flick15k dataset

Figure 7: Performance of LKS varying the number of clusters on the Saavedra’s dataset (on
the left), and Flickr15k (on the right).
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Figure 8: Impact of reducing the number of patches for computing the LKS histogram.
On the left, the performance on the Saavedra’s dataset. On the right, the performance on
Flickr15k.

Figure 9: Examples of results using LKS. Each row shows a query sketch together with the
five first responses.

5 Conclusions
We have presented a novel method for sketch based image retrieval, showing new state-of-the-art per-
formance in this context. We demonstrate that our approach based on mid-level patterns is very promis-
ing for representing sketches. In fact, we demonstrate an effectiveness gain of about 98% in a large
dataset with respect to state-of-the-art methods. We also show the benefits of using mid-level contour
detection for obtaining sketch-like representations of regular images.

We also have demonstrated that our method achieves good results when a fraction of the total of
stroke points are used. In particular, LKS does not undergo significant variation when the 20% of
points are used.
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