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Figure 1: Few qualitative results evaluated on the benchmark dataset [2].

We propose a novel approach to online visual tracking that combines
the robustness of sparse coding with the flexibility of voting based meth-
ods. Our algorithms is trained offline from a large set of patches extracted
from images unrelated to the test sequences. In this way we obtain basis
functions, also known as atoms, that can be sparsely combined to recon-
struct local image content. During online tracking we adapt the generic
knowledge learned by the dictionary to the specific object being tracked,
by associating a set of votes and local object appearances to each atom. In
each frame of the sequence the object’s bounding box position is retrieved
through a voting strategy.

1 Method

In the following we describe the three main steps of our approach.
— Offline Dictionary learning — we learn a dictionary of visual words
from a large set of randomly sampled image patches, with the goal of
obtaining a set of basis functions (i.e., atoms) capable of reconstructing
a large variety of local image appearances. We collect a large set T =
{t1, ..., tn} of image patches from generic images downloaded from the
Internet and we obtain the dictionary D = {d1, ...,dk} containing k atoms
by optimising the following problem with respect to D:
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||ti−Dαi||22 +λ ||αi||1. (1)

Such universal dictionary encodes knowledge acquired from an amount
of data that is well beyond what is available to other tracking approaches,
which usually rely on single frame initialisation. As a result, our method
is capable of reconstructing portions of the target object using a sparse
combination of visual words while taking into account the large range of
appearances that can be found in real-world situations, as supported by
the findings of [1].
— Tracker Initialisation — we adapt the generic knowledge captured in
the dictionary to the target object. We achieve this by storing votes to the
bounding box centroid c and associated local object appearances, in cor-
respondence to each dictionary atom. The content of the initial, manually
placed, bounding box is reconstructed, patch-wise, through the dictionary
D. Image patches pi are collected from the first frame of the sequence
at hand in correspondence of the coordinates xi and are reconstructed
through D by solving the l1-sparse optimisation problem

argmin
αi

1
2
||pi−Dαi||22 +λ ||αi||1 (2)

yielding the sparse coefficients αi, and the reconstructions p̂i =Dαi. Each
dictionary atom is associated with a list of votes and appearances that is
updated during online tracking. Using the non-zero coefficients of the
vector αi, we identify the atoms that contribute to each reconstruction
and we add the votes v = c−xi and the appearances p̂ to the relative lists.
— Online Tracking — We track the object across the sequence by retriev-
ing the position of the bounding box centroid in each frame through the
voting strategy. We extract image patches pi from the area surrounding
the last known position of the bounding box and we reconstruct them us-
ing the dictionary D and solving equation 2. The obtained sparse codes
αi are employed to identify the atoms involved in each reconstruction
and retrieve the associated votes Vk = [v1, ...,vN ] and appearances Ai =
[a1, ...,aN ]. Each vote vi contributes to the vote map after being weighted
by the reciprocal of the sum of squared difference (SSD) between the re-
constructions p̂i = Dαi and the appearances ai. The new bounding box
centroid is found by identifying the location of the highest peak in the vote
map. The votes and appearances associated with the dictionary atoms are
therefore updated.

1.1 Results

Our method exhibits robustness towards occlusions, sudden local and
global illumination changes as well as shape changes (Figure 1). We
test our method on 50 standard sequences obtaining results comparable
or superior to the state of the art, as shown in Figure 2.

Figure 2: Success plot of our method in comparison with top perform-
ing algorithms on the 50 sequences from the CVPR13 Visual Tracking
Benchmark [2]. Area under curve (AUC) is reported in brackets.
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