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Obstacle detection is a fundamental technological enabler for autono-
mous driving and vehicle active safety applications. While dense laser
scanners are best suitable for the task (e.g. Google’s self driving car),
camera-based systems, which are significantly less expensive, continue to
improve. Stereo-based commercial solutions such as Daimler’s “intelli-
gent drive” are good at general obstacle detection while monocular-based
systems such as Mobileye’s are usually designed to detect specific cate-
gories of objects (cars, pedestrians, etc.). The problem of general obstacle
detection remains a difficult task for monocular camera based systems.
Such systems have clear advantages over stereo-based ones in terms of
cost and packaging size.

Another related task commonly performed by camera-based systems
is scene labeling, in which a label (e.g. road, car, sidewalk) is assigned
to each pixel in the image. As a result full detection and segmentation
of all the obstacles and of the road is obtained, but scene labeling is gen-
erally a difficult task. Instead, we propose in this paper to solve a more
constrained task: detecting in each image column the image contact point
(pixel) between the closest obstacle and the ground as depicted in Fig-
ure 1(Left). The idea is borrowed from the “Stixel-World” obstacle rep-
resentation [1] in which the obstacle in each column is represented by a
so called “Stixel”, and our goal is to find the bottom pixel of each such
“Stixel”. Note that since we don’t consider each non-road object (e.g.
sidewalk, grass) as an obstacle, the task of road segmentation is different
from obstacle detection. Notice also that free-space detection task is am-
biguously used in the literature to describe the above mentioned obstacle
detection task [1] and the road segmentation task [4].

Current “Stixel-based” methods [1] for general obstacle detection use
stereo vision while our method is monocular-based. A different approach
for monocular based obstacle detection relies the host vehicle motion
and uses Structure-from-Motion (SfM) from sequences of frames in the
video [3]. In contrast our method uses a single image as input and there-
fore operates also when the host vehicle is stationary. In addition, the
SfM approach is orthogonal to ours and can therefore be later combined
to improve performance. For the task of road segmentation, the common
approach is to perform pixel or patch level [4]. In contrast, we propose
to solve the problem using the same column-based regression approach
as for obstacle detection. Our approach is novel in providing a unified
framework for both the obstacle detection and road-segmentation tasks,
and in using the first to facilitate the second in the training phase.

We propose solving the obstacle detection task using a two stage ap-
proach. In the first stage we divide the image into columns and solve the
detection as a regression problem using a convolutional neural network,
which we call “StixelNet”. Figure 1(Right) shows an example network
input and output. In the second stage we improve the results using in-
teractions between neighboring columns by imposing smoothness con-
strains via a Conditional Random Field (CRF) over consecutive columns.
The flowchart of the obstacle detection algorithm is presented in Fig-
ure 2(top). To train the network we introduce a new loss function based
on a semi-discrete representation of the obstacle position probability. In
this approach we model the probability P(y) of the obstacle position as a
piecewise-linear probability distribution.

The road segmentation is done is three stages. The first two, StixelNet
(trained on the road segmentation task) followed by a CRF, are the same as
in obstacle detection. The final stage performs a graph-cut segmentation
on the image to achieve higher accuracy by enforcing road boundaries to
coincide with image contours. The flowchart of the road segmentation
algorithm is presented in Figure 2(bottom).

It is well known that having large quantities of labeled data is crucial
for training deep CNNs. A major advantage of our unique task formula-
tion is the ability to use laser-scanners, which are excellent at the given

Figure 1: (Left) Obstacle detection example. (Right) Input to StixelNet
and output example
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Figure 2: (Top) Obstacle detection algorithm flowchart. (Bottom) Road
segmentation algorithm flowchart.

task, for labeling, thus eliminating the need for manual annotation. In
addition, we further leverage this by fine-tuning StixelNet to the road seg-
mentation task using a smaller amount of hand labeled data. Our experi-
ments use the KITTI dataset [2]. On obstacle detection our approach is the
state-of-the-art camera-based method even when compared to the stereo-
based “Stixel” approach [1]. On the KITTI road segmentation challenge,
our fine-tuned network, although not suitable to model all cases, is ranked
second among all methods.
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