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Abstract

Robust Principal Component Analysis (RPCA) has generated a great amount of in-
terest for background/foreground estimation in videos. The central hypothesis in this
setting is that a video’s background can be well-represented by a low-rank model. How-
ever, in the presence of complex lighting conditions this model is only accurate in lo-
calised spatio-temporal regions. Following this observation, we propose to model the
background with a piecewise low-rank approximation. To achieve this, we introduce the
piecewise low-rank segmentation problem. Starting from a carefully designed cost func-
tion which assesses the low-rank coherence of two video regions, the segmentation is
obtained with an efficient graph-clustering algorithm. We show that this segmentation,
when used to establish a local RPCA per segment, leads to improved quantitative and
qualitative results for background/foreground estimation in challenging videos.

1 Introduction
The technique known as Robust Principle Component Analysis (RPCA) has recently become
an extremely popular method to solve a wide range of computer vision problems from back-
ground estimation to face recognition. The goal of this technique is to decompose a matrix
into a low-rank and a sparse component. In the case of background estimation these two
components correspond, respectively, to the background and the foreground. The low-rank
requirement means that the background estimation is robust to global lighting changes. How-
ever, in challenging scenarios the global low-rank hypothesis is not necessarily verified, in
particular in scenarios which contain local lighting changes. In the standard RPCA approach,
this is dealt with by increasing the rank of the background. However, this is dangerous, as
it increases the chance of including a foreground element in the background, especially if
the foreground is static for a short while. In this case, it is better to describe the background
using a piecewise low-rank representation, where each local representation can be of lower
rank than a global model.

Accordingly, we present and address a new problem here: low-rank video segmentation,
where we seek to segment a video into regions whose backgrounds are each well-represented
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by low-rank matrices, when considered independently. The motivating goal of this segmen-
tation is to improve the background/foreground estimation which can subsequently be car-
ried out, however the segmentation is interesting in its own right and we show that it can be
applied to other computer vision problems such as detecting scene transitions.

The segmentation problem is made particularly difficult by the fact that we want to seg-
ment the video domain with respect to a criterion (how well a region is represented with
a low-rank approximation) which itself can only be determined after an optimisation. We
address this segmentation challenge by reformulating the problem in terms of graph cluster-
ing. We propose a cost function between two adjacent regions which reflects how well the
backgrounds of these regions are approximated by a single low-rank matrix. Throughout this
paper, we refer to regions which are well-represented in this manner as coherent regions.

The main contributions of this paper are the following:
• we introduce and describe the new problem of low-rank video segmentation, to find re-

gions where the background hypothesis of RPCA is more appropriate;
• we consider the problem from a graph clustering perspective and introduce a cost function

which determines how well two regions respect the low-rank hypothesis;
• with quantitative and qualitative comparisons to previous work, we show that the use of

this segmentation improves background/foreground separation in challenging situations.

1.1 Related work
The problem which we address includes elements of segmentation and background estima-
tion, which are vast fields of computer vision in their own right, and each naturally possesses
a very large literature. We present here the contributions that are most relevant to our context.

The separation of videos into background and foreground components is an important
pre-processing step of many computer vision problems (tracking, object recognition, etc.).
Many early approaches used simple differences in greyscale to separate background from
foreground, while trying to adapt to changes in lighting conditions, for example with the
Kalman filter [13]. Wren et al. [17] use a single Gaussian distribution to model the back-
ground. A significant step forward was made by Stauffer and Grimson [16] who proposed
to model the background as a mixture of Gaussian distributions, which are dynamically up-
dated. This is still a very popular method due to its generality and flexibility. More recently,
Candès et al. [3] introduced a convex optimisation problem which can be applied to back-
ground/foreground estimation. The main goal of this work is to separate an input matrix,
which represents the video data, into two components: a low-rank component (the back-
ground) and a sparse component (the foreground).

The problem of segmentation is also a very old and important topic in the image pro-
cessing and computer vision communities. An important early contribution was made by
Mumford and Shah [8] who proposed a functional which basically evaluates how “good” a
given piece-wise constant approximation of an input image is. The optimisation of this func-
tional [1] provides a segmentation solution. Kass et al. [5] introduced another well-known
segmentation model: active contours. This model evaluates a given segmentation curve with
respect to the boundary smoothness and also to its proximity to object boundaries. Caselles
et al. [4] extended this model, using tools from geometric curve evolution. Shi and Malik
[14] recast the segmentation problem as a graph clustering problem, introducing the nor-
malised cut criterion. Another common approach to segmentation is that of region merging
[9] or splitting [10]. In this work, we draw inspiration from these ideas to achieve our goal
of low-rank video segmentation.
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The more recent subject of video segmentation is usually concerned with segmenting
moving objects in videos, which is quite a different goal to ours. An estimation of the back-
ground itself is not important, only identifying a region corresponding to a moving object.
Brox et al. [2] proposed to first establish a dense optical flow, and then to cluster the mo-
tion vectors, which provides the segmentation. Papazoglou and Ferrari [11] also determine
optical flow vectors and optimise a discrete cost function which indicates whether a pixel is
inside or outside of a moving object. Again, it must be emphasised that the goal of these
works is very different than ours, and also that they consider situations such or fast moving
backgrounds which often do not apply to background estimation as we look at in this work.

2 A piece-wise low-rank video background model
We first set out the notation and introduce the concepts required for RPCA as described by
Candès et al. [3]. We denote the input video data matrix with X∈Rm×n. Each column of this
matrix corresponds to the greyscale information contained in one frame, or features derived
from it, in a vectorised form. Each frame contains m pixels, and there are a total of n frames
in our video. The goal of RPCA is to decompose X into a low-rank and a sparse component.
The former corresponds to the background, and the latter to the foreground. Formally, we
have X ≈ L+ S, where L is the low-rank matrix and S is the sparse matrix. This can be
formulated as an optimisation problem:

argmin
L,S∈Rm×n

1
2‖X−L−S‖2

F +λ∗rank(L)+λ‖S‖1, (1)

where λ∗ and λ are scalar optimisation parameters, ‖·‖F is the Frobenius matrix norm and
‖·‖1 is the `1 matrix norm, which induces sparsity in the foreground matrix.

Unfortunately, using the rank makes this problem non-convex, meaning that the quality
of the solutions will be greatly affected by the initialisation procedure. A key insight of
RPCA is to use the nuclear norm as a convex surrogate for the rank of a matrix. Thus a
convex problem is then reformulated as:

min
L,S∈Rm×n

1
2‖X−L−S‖2

F +λ∗‖L‖∗+λ‖S‖1, (2)

where ‖L‖∗ = ∑i σi(L) is the nuclear norm of L and σi(L) is the ith singular value of L.

2.1 Piece-wise low-rank video segmentation
We recall that, in the presence of complex lighting conditions, the RPCA model is only lo-
cally accurate, and this observation is the main motivation of our piece-wise low-rank video
segmentation problem. Our goal, then, is to identify spatio-temporal regions in the video
which are each well-represented by a low-rank background, plus a sparse foreground (i.e.
coherent regions). This new model provides greater robustness when dealing with videos
with complex lighting conditions and foreground objects which are temporarily motionless.

We note the desired partitioning as P = {Φi}i=1...|P|, where each Φi is a spatio-temporal
region of the video. In the most general setting, the desired partitioning is the solution of the
following minimisation problem:

min
P

|P|

∑
i=1

min
Li,Si

1
2‖Xi−Li−Si‖2

F +λ∗‖Li‖∗+λ‖Si‖1, (3)
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Figure 1: Proposed algorithm’s workflow. Starting from an initial partitioning, we first cal-
culate the cost of merging each adjacent region, using a low-rank approximation. From these
costs, we build and then cluster a weighted graph, which produces the desired segmentation.

where Xi corresponds to the video data in the region Φi, and Li and Si are the associated
decomposition matrices.

This problem contains two optimisations, one over the possible partitionings, and one
corresponding to the RPCA itself. Optimising over the discrete set of possible partitions
makes the problem non-convex and thus more difficult to solve.

As mentioned in Section 1.1, a wide range of approaches to segmentation exist. At a first
glance, the framework of this problem recalls the Mumford-Shah functional, however the
criteria to optimise (total variation, boundary length etc.) are replaced by quantities which
themselves require the resolution of an optimisation problem. Consequently, a search for the
optimal solution with a variational approach is likely to be very difficult. We look to other
approaches in the literature to tackle this challenging problem. In particular, we use the ideas
of region merging and graph clustering [14].

3 Proposed approach

The proposed algorithm is based on the idea of merging an initial set of small spatio-temporal
regions into the largest regions possible which are coherent. Firstly, we set up a regular grid
on our video domain which defines the initial regions. We denote these regions with Ωi.
Each Ωi is a spatio-temporal block of size qw×qh× t. For an illustration, see Figure 1.

We then transform this grid into an undirected, weighted graph. Each vertex of this
graph corresponds to a single Ωi and the weights between two vertices represent some cost
of merging the two regions. Clearly, a critical part of the algorithm is how to carefully design
a reliable and meaningful criterion which indicates how coherent two regions are with each
other. This cost should penalise the merging of incoherent regions. Finally, the graph is
clustered and the output segmentation corresponds to the clusters of the graph.

3.1 Creating and clustering the graph

The first step in our algorithm is the creation and clustering of the graph, which provides
the output segmentation. From the initial grid, we create an undirected, weighted graph
G = (V,E), where V is the set of all the vertices of the graph, and E are the edges between
these vertices. Each vertex corresponds to a single region in the initial grid. We shall refer
to a vertex in the graph with Ωi, in the same manner as a region of the video domain, even
though this is an abuse of notation, strictly speaking. Accordingly, the weight (or cost) of an
edge between two connected vertices is defined with Equation (7), which we will explain in
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detail further on. We choose a six-connectivity for our graph: each region is connected to
the region directly left, right, above, below, before, and after itself.

The graph clustering process which we will use takes a graph’s similarity matrix as an
input. This similarity is obviously the contrary of the cost; the greater it is, the more coherent
the two regions are. We define the similarity of two regions/vertices in a classical fashion:

s(Ωi,Ω j) = exp(−d(Ωi,Ω j)
2/(2β

2))+ ε, (4)

where β is a kernel width and ε is a very small scalar which avoids two adjacent regions
being disconnected in the similarity matrix. The cost function d(Ωi,Ω j) will be explained in
Section 3.2.

We now have the elements to cluster the graph. We use a method by Zelnik-Manor
and Perona [19] which automatically finds an optimal number of regions, given a maximum
number of regions.

3.2 A reliable criterion for region merging
We now describe our region merging cost function. Recall that this cost function should be
designed so that the cost of merging two coherent regions is very low. For this, consider two
regions Ωi and Ω j, whose coherence we wish to assess. Let Ωi∪ j be the concatenation of the
two regions. We propose to use the RPCA decomposition itself as an indicator of the coher-
ence of the regions. The most direct way to proceed would be to apply the RPCA to Ωi, Ω j,
and Ωi ∪Ω j, and observe the ranks of the background components of each decomposition.
Unfortunately, the rank is a relatively unstable and sensitive to changes in the optimisation
parameters. Alternatively, we could use the nuclear norm as a criterion. Again, there is no
obvious way to compare ‖Li‖∗, ‖L j‖∗ and ‖Li∪ j‖∗, as the nuclear norm is non-separable.

To design a more reliable merging criterion, we propose to modify the RPCA decompo-
sition of each region. We redefine the low-rank decomposition of a region Ωi as:

{Li,Si}=argmin
L,S

1
2‖Xi−L−S‖2

F +λ‖S‖1 (5)

subject to rank(L)≤ r.

This formulation has two major advantages. Firstly, we have fixed the maximum rank of L
in the decomposition. This means that the nuclear norm does not play a role in the energy
of the decomposition, making comparisons more reliable. Secondly, the rank-constraint r is
more easily interpretable than the nuclear norm weight λ∗. This is a significant advantage,
as in practice these parameters have a great influence on the decomposition and there is no
trivial way to set them.

The new rank-constrained problem is non-convex; giving up convexity is the price to
pay for having a decomposition which leads to a reliable merging criterion. Nevertheless we
can address it using an alternating approach. Accordingly, we perform a minimisation firstly
over L, and then over S. The first problem can be addressed [12] by decomposing the low-
rank matrix into the product of two submatrices Li = UiVi, with Ui ∈ Rm×r, Vi ∈ Rr×n, and
alternately minimising the Frobenius norms of the submatrices. The second may be solved
with soft thresholding. We give details of these minimisation processes in Section 3.4.

Let ei denote the quadratic error of the low-rank/sparse approximation:

ei = ‖Xi−Li−Si‖2
F . (6)
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Algorithm 1: Alternating minimization scheme for solving Equation (5), with r = 1
input : Data Xi to decompose, parameter λ , step size τ .
output : Sparse matrix Si, rank one background matrix Li
S← 0
Initialise u as the temporal median of Xi
repeat

v←
(
uTu

)−1 (uT(Xi−S)
)

u←
(
(Xi−S)vT)(vvT)−1

S← shrinkλ (S+ τ(Xi−uv)) // (shrinkλ (A))p,q =

{
0 if (A)p,q < λ

(A)p,q−λ otherwise

until convergence
Si← S; Li← uv

We propose to use this error for the cost of merging two adjacent regions. Assuming that
the sparse foreground elements appear equally in Si, S j, and Si∪ j, logically the energy due
to the `1 term ‖S‖1 will have no influence on the merging decision. For these reasons we
argue that if the two sub-regions of Ωi∪ j are coherent, then this cost will be very low, which
is our goal. Indeed, the Frobenius norm is separable, which means that for two adjacent,
coherent regions (two regions where the low-rank assumption is accurate) we should have
ei + e j = ei∪ j. Thus the quadratic error provides a meaningful comparison of the coherence
of two regions.

We now give the formal definition of the cost of merging two regions:

d(Ωi,Ω j) =

∣∣ei + e j− ei∪ j
∣∣

φi∪ j
, (7)

where φi∪ j is the following scaling factor:

φi∪ j =

{
1 if Ωi and Ω j are spatially adjacent
qwqhσ2 if Ωi and Ω j are temporally adjacent.

(8)

We discuss this factor φi∪ j in detail in the next section. We recall that qw and qh are the
spatial width and height of the initial blocks.

3.3 Comparing spatial and temporal merging fairly
In Equation (7), we have assumed that when we try to merge two regions which are coherent,
the quadratic errors of the two regions will be similar, so that our merging cost is reliable.
Unfortunately, when we are merging two temporally adjacent regions, this assumption is not
quite correct.

Consider two adjacent regions Ωi and Ω j which contain the same static background
and no lighting changes, plus some Gaussian noise of (estimated) variance σ . Let us also
suppose that r = 1, which is reasonable in this case. In such a setting, the expected value of
the merging cost is very different if we merge spatially or temporally. For spatially adjacent
regions, the cost will be zero. However, when we merge two temporally adjacent regions,
we have:

E(
∣∣ei + e j− ei∪ j

∣∣)≈ qwqhσ
2. (9)
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One input frame Automatic segmentation 1 global rank-8 RPCA 8 local rank-1 RPCAs

Figure 2: Foreground estimation in a challenging, synthetic video using the proposed
segmentation. The estimated foreground is highlighted in green. In this case, the back-
ground contains several regions whose contrast varies independently, and a foreground com-
ponent (the white square). We detect the coherent regions, indicated in the second image
with the grey squares, and use them to carry out localised RPCA decompositions.

These results are proven in supplementary material available on the project webpage. Intu-
itively, the costs in the spatial and temporal merging situations are dissimilar for the follow-
ing reason. Two temporally adjacent, coherent regions, contain different (noisy) observations
of the same variables/pixels. In the case of spatial adjacency, we have twice the number of
variables, without increasing the number of observations.

In order to counter this effect, and make sure that merging is not favored in either the
spatial or temporal directions, we need to set the scaling factor φi∪ j of Equation (8) correctly.
Given the previous reasoning, we scale the temporal merging with φi∪ j = qwqhσ2. In the
spatial merging case, we do not scale the cost function, i.e., we set φi∪ j = 1.

3.4 Minimisation of Equation (5) and choice of r

It is clear that the most expensive operations of our algorithm are the local RPCA decom-
positions in each spatio-temporal region. To speed this up, we propose to choose r = 1
in Equation (5). In fact, this restriction makes sense; in one coherent region there should
logically be only one “true” background. We distinguish this special case by denoting the
matrices Ui and Vi with lowercase letters, since they are now vectors, so that Li = uivi.
We have used this speedup in all of our experiments, with good results. The minimisation
algorithm to decompose X in this case is shown in Algorithm 1.

3.5 Segmentation overlap
The choice of a non-overlapping initial grid, imposes a lower limit on the granularity of
the segmentation, which can be problematic, especially in the temporal direction. The main
goal of our segmentation is to carry out background/foreground estimation locally in each
region. For this purpose, we do not need the segmentation to be pixel-precision. Instead,
we dilate each segmented region to a half of the initial grid precision and perform the final
low-rank/sparse decomposition in these dilated regions. Then, for the pixels in overlapping
regions, we choose the model which best fits the data for that pixel.

4 Experimental results
We now show some results of our segmentation algorithm on synthetic and real data. In
particular, we show that commonly used background/foreground estimation algorithms and
the standard RPCA fail when faced with difficult situations including both variable lighting
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Qualitative (visual) evaluation
Original frames Stauf./Grim. [16] Yao/Odobez [18] Mad./Petr. [7] Global RPCA Local RPCA

Quantitative evaluation (recall, precision and f1-score)
Stauffer/Grimson [16] Yao/Odobez [18] Maddalena/Petrosino [7] Global RPCA Local RPCA

Recall 70.83 67.88 61.69 50.27 74.97
Precision 39.35 68.16 05.97 60.57 81.26
f1-score 50.60 68.02 09.97 54.94 77.99

F1-score as function of time
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Figure 3: Foreground estimation in variable lighting conditions.. We segment the video
using the proposed algorithm, and carry out a local, rank one RPCA in each region. We
compare with three other well-known background subtraction algorithms [7, 16, 18]. The
black dotted vertical line in the f1-score plots indicates a local lighting change when the
foreground person is present. The segmentation may be seen on the project webpage.

and foreground which may be static for a while. The proposed algorithm exhibits significant
improvement over these other approaches in such scenarios. The results in this section, and
other video results, are available on the project webpage1.

Firstly, in Figure 2, we show a synthetic example where it is impossible to correctly sepa-
rate the foreground and background with a standard, global RPCA. The video contains eight
regions which are each illuminated independently, and a sparse component which moves
around before finally staying in one position for a short while. In this example, the initial
blocks are chosen to span the entire temporal extent of the video. Our algorithm finds the
correct segmentation. The main point here is that whatever the rank of the global approxima-
tion, the classical RPCA will not be able to recover the background and foreground correctly.
Let us further illustrate this issue with a real example.

In general, the background subtraction literature uses examples which are simple in terms
of varying lighting conditions. Either no lighting changes happen, or they are relatively

1https://goo.gl/JSwVmt
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Original frames Stauf./Grim. [16] Yao/Odobez [18] Mad./Petr. [7] Global RPCA Local RPCA

Figure 4: Detection in an example from the database of [6]. In this case, the lighting
variations are global, so the proposed algorithm performs similarly to the standard RPCA.

global. In Figure 3 we provide a more complex example. A person is walking in and out
of the video, while different lights are turned on (a lamp, and then an overhead light). We
annotated the foreground of each frame of this video by hand to provide a ground truth. We
segmented the video with our algorithm, which was able to locate the different points in time
and space of the lighting changes. We then carried out a local rank-one RPCA in each region.

We compared the resulting local RPCA foreground detection with three other popular
background subtraction methods from the literature [7, 16, 18], and also with the results of
the global RPCA. Our local background models are all of rank-one. We used the imple-
mentations of the background subtraction library from [15]. Figure 3 analyses four frames
of the video, which clearly illustrate the advantages of the local RPCA. At the moment of
sudden lighting changes (second and third rows), two of the algorithms from the literature
strongly over-detect, whereas both the global and the local RPCAs are robust to this effect.
However, the global RPCA achieves this at a cost: to represent the locally varying lighting,
the low-rank model must also include the person who remains static for a short while in the
background. The local rank-one models are robust to the temporarily static person; we detect
the person well whenever he is present.

Our quantitative evaluation is carried out in terms of recall, precision and f1-score. The
f1-score is defined as f1 = 2 recall·precision

recall+precision . A high f1-score implies both a high recall and
precision, and is thus a better way to evaluate algorithms than using recall or precision alone.
We show the recall, precision and f1-score taken over the whole video in the table of Figure 3.
The local, rank-one RPCA has an f1-score of 77.99%, compared with 68.02% of the best
other method [18]. As a complement to this, we also show the f1-score per frame. The goal
of this is to illustrate the lack of robustness which other methods exhibit. We do not show
the f1-score on frames where few or no pixels are labelled as foreground in the ground truth,
as the scores are quite unstable or meaningless for all the algorithms in this case. It is clear
that the other approaches suffer from a lack of robustness either to strong lighting changes,
or to the foreground person which is incorporated into the background. The local RPCA
maintains a good f1-score during in these challenging situations.

In Figure 4, we see results from a standard video from the literature [6]. In this example,
our local RPCA performs similarly to the global one, since the illumination changes are
global. On this video (160×128, 50 seconds), the segmentation took 7m, and the subsequent
local RPCA took 6m24s, on a machine with an Intel Core i5 processor. Interestingly, the
graph clustering only took 0.5s, meaning that most of the work goes into calculating the
edge weights. This process could obviously be carried out completely in parallel, which
would greatly decrease execution times.
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Figure 5: Segmentation in a time-lapse example. The segmentation is indicated by vary-
ing colours. Here, the background changes dramatically depending on the time of day. Our
algorithm picks up these changes, and this is reflected in the segmentation. The standard
RPCA considers that there is only one background, which does not make sense here.

In Figure 5, we show another interesting segmentation result on a timelapse video. In
this example, our segmentation algorithm is able to identify the different temporal segments
which contain coherent lighting. This lighting varies throughout the video, as the timelapse
goes from sunrise to sunset.

Other applications Another interesting application of this work is the detection of scene
cuts in videos. Indeed, a scene cut may be viewed as a change from one low-rank represen-
tation to another. With our framework, it is possible to identify both the temporal and spatial
locations of scene transitions such as scene wipes. An example of a scene wipe transition is
given in the project webpage.

5 Conclusion

We have introduced the problem of segmenting videos into regions which are well-represented
by a low-rank background model plus a sparse foreground. We address this problem by cre-
ating and clustering a graph from an initial grid of spatio-temporal regions. We carefully
design a cost function to determine whether two adjacent regions are coherent, in terms of
their low-rank approximations. With this clustering/segmentation, we can carry out several
local RPCAs instead of one global one. Using quantitative and qualitative comparisons with
the standard RPCA and several state-of-the-art algorithms from the background subtraction
literature, we show that the new piece-wise low-rank model produces significantly better
background/foreground estimation in challenging situations.

For the present application, background estimation, it is not necessary for the segmenta-
tion to have a great precision, since we can simply dilate the final regions, as explained in
Section 3.5. However, for other uses it could be necessary to have a higher precision. We
would like to explore different options for achieving this in the future. Another clear dis-
advantage inherent in any RPCA-based approach is that it cannot deal with dynamic back-
ground, in other words backgrounds with rustling leaves or moving water. An interesting
future direction would be to take this into account into the RPCA minimisation process, by
modifying the quadratic error term, for example.
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