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In the last few years, many adaptations of the Hough Forest (HF) [2] ap-
proach for object detection have been proposed. In this work, we proceed
to deconstruct the HF learning model to investigate whether a considera-
ble better performance can be obtained detecting multi-aspect objects.

Inspired by [4], we introduce the Boosted Hough Forest (BHF). Essen-
tially, the BHF is a HF where the decision trees are trained in a stage-wise
fashion, by optimizing a global loss function.

While the tress are learned, any image patch Pt can be propagated
through them, following the path from the root to the leaves. Leveraging
this fact, in a BHF we consider each depth d of the forest as a weak object
detector, and like in the ARF model [4], the gradient of a loss, for each
training sample, can be calculated and exploited to optimize a global loss
function over the whole forest in the next stage d +1.

Following a Gradient Boosting formulation, at each depth d of the for-
est, the BHF improves the regressor of the previous iteration Fd−1(Pt), by
learning a new model Fd(Pt)=Fd−1(Pt)+hd(Pt), in which the regressor
hd(Pt) is added.

In our BHF, the forest prediction corresponds to an object center,
which lets us compute a relative offset for each patch, i.e. d̂t. So, fo-
llowing an iterative training procedure, we start with an initial regressor
F0, which corresponds to the N root nodes of the trees. Each iteration d
adds a new level of depth to the forest. A regressor Fd−1(Pt ,φ) trained up
to d−1 gives a prediction for each training patch Pt , and these predictions
are use to compute the residuals,

rtd = dt −Fd−1(Pt), (1)

which will be used to train the base learner hd(Pt), i.e. the depth d of the
forest, according to the original HF formulation [2].

The question is now, how does Fd−1(Pt ,φ) obtain the weak predic-
tion d̂t for each patch Pt? Here, in contrast to the ARFs [4], we introduce
the concept of intermediate Hough space. The BHF interprets each depth
of the forest as a stage-wise HF weak object detector.

During training, each training patch Pt traverses the trees and casts
votes to the intermediate Hough space H ∈ R2 based on the location
stored in the “leaves” at depth d−1. The current object center prediction
ĥt of the training patch centered at position y, i.e. Pt(y), can be obtained
by finding the local maximum on its corresponding intermediate Hough
space H. Using ĥt, we can calculate the estimated offset d̂t as d̂t = y− ĥt.
Finally, this estimation is used to compute the residual using Eq. 1. In Al-
gorithm 1, we summarize the complete training procedure of the BHF.

Algorithm 1 Training a Boosted Hough Forest

Require: Labeled training set {Pt ,ct ,dt}T
t=1

Require: Number of trees N, maximum tree depth Dmax
1: INIT F0 using the N root nodes
2: for d from 1 to Dmax do
3: Check stopping criteria for all nodes in depth d
4: for Pt(y) from t = 1 to T do
5: Cast votes in the intermediate Hough space H ∈R2

6: Find the object center prediction ĥt
7: Calculate the estimated offset: d̂t = y− ĥt
8: Update the residual rtd following Eq. 1
9: end for

10: Learn hd(Pt ,ϕd) using the set {Pt ,ct ,rtd}T
t=1, and build the level

d of the forest
11: for Pt(y) from t = 1 to T do
12: Propagate H ∈R2 from parent node to child node in each tree
13: end for
14: end for
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Figure 1: Toy example for 3 aspects of the car category. Our BHF model augments
the Hough spaces by adding a dimension Z , which encodes the object aspect. The
training patches are passed through the trees to determine a leaf node. Only the
patches with the same aspect z in the reached leaf cast probabilistic votes in the
corresponding voting space Hz.

In order to further improve the detection performance for multi-aspect
objects, we show how the BHF can be naturally extended to deal with
this problem. The solution is simple: augment the dimensionality of the
Hough voting spaces, with one dimension to encode the different aspects.
This allows us to enforce consistency of the votes for each object category
aspect separately. For instance, a BHF for detecting cars can be trained
to deal with two views (frontal/rear vs. left/right) simultaneously, having
a separate Hough voting space per aspect. Nothing changes during the
training of the BHF when multiple aspects are integrated: the residual
of each training sample is computed considering only its corresponding
dimension in the augmented intermediate Hough voting space (see Fig.
1).

We also extend our BHF model for object detection to simultaneously
predict the continuous pose of the object. The pose is recovered from the
training sample which contributes the most to the final hypothesis.

In our experimental validation, we have observed that the detection
performance of our BHF increases with respect to both the traditional HF
and the ARF models. We also show how augmenting the dimensionality
of the Hough voting spaces, the BHF is able to deal with the problem of
multi-aspect object detection and pose estimation. Figure 2 shows quali-
tative and quantitative results obtained by the BHF on the Weizmann Cars
Viewpoint dataset [3]. Additional results using the PASCAL3D+ [5] and
some TUD Pedestrian [1] datasets can be found in the paper.

(a)

0 0.2 0.4 0.6 0.8 10

0.2

0.4

0.6

0.8

1

recall

pr
ec

is
io

n

BHF (z = 4) AP = 0.877
HF+PLEV AP = 0.792
ARF AP = 0.788
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Figure 2: Results on the Weizmann Cars Viewpoint dataset [3]. (a) Qualitative
results. Columns 2,4 and 6 show the training images selected to estimate the pose.
Ground truth in yellow, estimations in green and wrong detections in red. (b)
Precision-Recall curves for HF, ARF and BHF.
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