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Bag-of-words (BoW) models are widely used in the field of computer
vision and find application in texture and object classification, object dis-
covery, and action recognition. In the traditional BoW model, kMeans or
a Gaussian mixture model is used to generate a visual vocabulary based
on which a histogram of visual words is computed. This histogram is then
used for classification, e.g. in combination with a support vector machine
(SVM). In our paper, we show an equivalent formulation of BoW as a
recurrent neural network that allows to train the visual words discrimi-
natively and directly on video level rather than on frame level only. We
apply our method to four action recognition benchmarks as well as two
small image recognition datasets and show its superiority over the classi-
cal model and some sparse coding methods such as LLC [3] and ScSPM
[4].

In the classical approach, a set x of T feature vectors is quantized into
a histogram of K visual words v1, . . . ,vK ,

H(x) =
1
T

T

∑
t=1

h(xt), h(xt) =

 p(v1|xt)
...

p(vK |xt)

 , (1)

where p(vk|xt) is 1 if vk is the visual word being closest to xt and 0 oth-
erwise. As an alternative to this hard assignment, soft assignment is fre-
quently used, i.e. p(vk|xt) is defined as a posterior distribution of a Gaus-
sian mixture model or the kMeans model. Utilizing that kMeans is a
special case of Gaussian mixture models, where the visual word prior is
uniform and all variances are set to 1, we formulate an equivalent repre-
sentation as a single-layer neural network with softmax output,

pNN(vk|x) := softmaxk(Wᵀx+b), (2)

where W ∈ RD×K is a weight matrix and b ∈ RK the bias. Setting these
to

W = (v1 . . .vK), b =−1
2
(vᵀ1v1 . . .v

ᵀ
KvK)

ᵀ (3)

results in a neural network that generates the same posterior distribution
as kMeans with soft assignment.

In order to realize the summation over all xt that is required in Equa-
tion (1), we add a recurrent layer with the unit matrix as weights to the
network. The normalization over the sequence length is realized by the
activation function

σt(z) =
{

z if t < T,
1
T z if t = T.

(4)

An additional softmax layer is finally added to model a posterior distribu-
tion of the action classes given the video, c.f . Figure 1.

Standard neural network training algorithms can now be applied to
optimize the weights and biases in the model. The softmax layer we added
on top of the network is only a linear classifier. In the classical BoW
model, usually a SVM with non-linear kernel is applied. Thus, we use the
softmax classifier only during training in order to obtain visual words that
are optimized

1. discriminatively, i.e. separating the different classes as good as
possible, and

2. on video level, i.e. the visual vocabulary is learned to best differ-
entiate between collections of feature vectors that form the video
rather than between single feature vectors or video frames only.

Once the network is trained, the output layer is discarded. The neural
network histograms of an input sequence x = x1, . . . ,xT are then used in
combination with an SVM after application of a non-linear kernel.
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Figure 1: Neural network encoding the BoW model. The output layer is
discarded after training and the histograms from the recurrent layer are
used for classification in combination with an SVM.

Method HMDB-51 UCF101

Traditional models
Improved DT + bag of words 52.2% 73.3%
Improved DT + fisher vectors [2] 57.2% 85.9%
Improved DT + LLC 50.8% 71.9%

Neural networks
Composite LSTM [1] 44.0% 75.8%

Ours 54.0% 76.9%

Table 1: Comparison of our model to published results on HMDB-51 and
UCF101.

Note that the result of the neural network training can be transformed
back into a traditional kMeans model with non-uniform prior. The corre-
sponding visual words and the prior can be computed as

vk = (W1,k . . .WD,k)
ᵀ, (5)

pNN(vk) =
exp(bk +

1
2 vᵀk vk)

∑k̃ exp(bk̃ +
1
2 vᵀ

k̃
vk̃)

. (6)

Using improved dense trajectories [2] as video features, we conduct
experiments on four different action recognition benchmarks. We ob-
serve a consistent improvement between two and five percent compared to
the traditional BoW model and also outperform other methods that learn
video representations discriminatively, such as LLC or composite LSTMs
[1], see Table 1. An evaluation of our method on two image datasets led
to similar results.
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