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Spatial matching methods including RANSAC, Hough transform and spa-
tial context methods have been shown to be successful in addressing the
mismatches resulted from the matching of local features in object re-
trieval. In these methods, true correspondences are identified by imposing
a constraint on one or two classes of geometric coherences, e.g. in terms
of spatial contexts or between-image transformations. These methods are
potentially less discriminative due to the limited number of coherence
classes, while forcibly enhancing the strength of constraints leads to the
incorrect rejection of true correspondences. Spatial matching still faces a
difficult trade-off between flexibility and discriminative power.
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Figure 1: A correspondence pair and four geometric coherences.

To address this issue, we regard spatial matching as an ensemble of
geometric relations on the set of feature correspondences. A geometric re-
lation is a set of pairs of correspondences, in which every correspondence
is associated with every other correspondence if and only if the pair sat-
isfy a geometric constraint. We design a novel, unified collection of weak
geometric relations that fall into four fundamental classes of geometric
coherences (Figures 1(b)-1(d) and 1(f)) in terms of both spatial contexts
and between-image transformations. By a weak geometric relation, we
mean a sufficiently flexible constraint which, nevertheless, may offer only
a limited discriminative power. The spatial similarity reduces to the car-
dinality of the conjunction of all geometric relations. The flexibility of
weak geometric relations makes our method robust as regards rejections
of true correspondences, and the conjunctive ensemble provides a high
discriminative power in terms of mismatches.

An image is represented by a set P of features. For each feature p∈ P
we are given its visual word u(p), position t(p) = [x(p) y(p)]T, scale
σ(p) and orientation R(p). p can be mapped, from a unit circle heading
a reference orientation, by a 3×3 transformation matrix F(p):

F(p) =
[

M(p) t(p)
0T 1

]
(1)

where M(p) = σ(p)R(p) is a linear transformation and homogeneous
coordinates are to be used for the mapping. If σ(p) is given by a real
scalar, F(p) specifies a similarity transformation. R(p) is an orthogonal
2×2 matrix with detR(p) = 1, represented by an angle θ(p). Given two
images P and Q, a correspondence c , (p,q) is a pair of features p ∈ P
and q ∈ Q with u(p) = u(q). We assume |C| ≥ 2 with C = {c} and:

c =
(
u(c), t(p),σ(p),θ(p), t(q),σ(q),θ(q)

)
. (2)

Suppose that P and Q are related as regards a common near-rigid ob-
ject and an unknown transformation F. It can be inferred that all parts of
the object obey the same transformation. Given a correspondence set C
constructed from P and Q, there is a subset CF ⊆ C of correspondences
that lie inside the object and show similarity in terms of their local trans-
formations. Spatial matching is to identify such a subset, whose cardinal-
ity provides evidence for the belief that P and Q include the same object.

We focus on the Cartesian product C2 =C×C, i.e. the set of all pairs
(ca,cb) where ca,cb ∈ C. A function h : C2 → {0,1} is defined, which

maps any arbitrary (ca,cb) to one if a geometric constraint is satisfied,
and zero otherwise. A geometric relation G is thus a subset of C2 such
that ∀(ca,cb) ∈ G, h(ca,cb) = 1. If h is sufficiently well-defined and if
the geometries in Eq. 2 are accurately given, we have G≈C2

F. The spatial
similarity can be formulated by the cardinality of G instead of that of CF.

Instead of a single h, we build a set H = {h} of weak geometric con-
straints, resulting in a set G = {G} of geometric relations. Each h ∈ H
should be flexible as regards feature detection errors, but is allowed to
offer a limited discriminative power. A conjunctive ensemble of such re-
lations (Eq. 3) creates a single strong constraint that is expected to be dis-
criminating in terms of mismatches. The spatial similarity thus becomes
|Ĝ|.

Ĝ =
⋂

G∈G
G =

{
(ca,cb) ∈C2

∣∣∣∣∣
(

∏
h∈H

h(ca,cb)

)
= 1

}
(3)

More detail on our carefully designed weak geometric constraints is
presented in the paper. Table 1 presents the reported MAPs of spatial
matching methods on the OB, Paris and OB+F100K datasets. Our method
outperforms all methods on all datasets. Our search time per query and
per 1K images was 19.0 msec for OB. The shortest corresponding time
so far reported by Shen et al. [4] was 17.6 msec. This reveals the high
competitiveness of our scalability. Figure 2 compares HPM [2], the best
baseline we know in this field, and our method.

Table 1: Comparison with reported, state-of-the-art MAPs.
Methods OB Paris OB+F100K

Our Method .827 .766 .769
HPM [2] .789 .725 .730
Perdoch et al. [3] .789 n/a .726
Shen et al. [4] .752 .741 .729
Arandjelovic and Zisserman [1] .720 n/a .642
Zhang et al. [5] .713 n/a .604

(a) Query (left) and top-five results returned by Hough pyramid matching [2].

(b) Query (left) and top-five results returned by our method.

Figure 2: Comparison of HPM [2] and our method. The green and red
colors of the upper-left corners of the images indicate positive and nega-
tive results. Identified correspondences are highlighted in colors.
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