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It is very common that an object can have very different presentations
in different modalities. For instance, printed and hand-written forms of
the same character can look very different, so are face photo and face
sketch of the same person. Humans have little problem in recognizing
objects across different modalities (e.g., matching face sketches to face
photos). In contrast, conventional machine learning methods, such as k-
NN classifiers, perform poorly in cross-modality pattern recognition since
they assume both the training data and test patterns are randomly sampled
from the same distribution (which is not the case in cross-modality pattern
recognition) [9].

There exist a number of research studies in the literature targeting at
cross-modality pattern recognition, which can be roughly classified into
one of the three main approaches. The first approach consists of trans-
forming one modality into another in a preprocessing step [2, 10]. The
second approach is by extracting modality-invariant features to represen-
t an object [6, 12]. A major limitation of these two approaches is that
methods based on these approaches are usually tailor-made for each d-
ifferent modality pair involved in different recognition tasks. The third
approach is to find an underlying latent common space shared between
different modalities [3, 4, 7, 8, 9]. Unlike the first two approaches, the
third approach does not depend on task-dependent knowledge. Methods
based on the third approach are therefore general frameworks that can be
applied to different applications. Existing methods of the third approach
often require absolutely-paired observations as training data. We refer
to them as Absolutely-Paired Space Analysis (APSA). These methods as-
sume the projections of paired observations being dependent in the latent
space, and can only represent a binary relationship between observations
(i.e., either paired observations or non-paired observations).

In this paper, we propose a general framework named Relatively-
Paired Space Analysis (RPSA) which works on relatively-paired obser-
vations. Note that RPSA is not a trivial extension of APSA as they are
based on completely different models. APSA methods are often based on
generative models [1, 3, 7] which either explicitly or implicitly assume
the distributions of model parameters and noise (e.g., Gaussian distribu-
tion). The final estimation will be unreliable when real data do not fit
the assumption. As opposed to APSA, our method is based on a dis-
criminative model that has no distribution assumption. Besides, APSA
methods learn a projection function for each modality by exploring the
statistics dependence of the projections of absolutely-paired observations
in the latent common space. This one-to-one absolute-pairing require-
ment makes them not suitable for relatively-paired observations. In our
proposed framework, we compute the projection functions by preserving
the relative proximities of observations in the latent common space (i.e.,
if observations a and b are more-likely-paired than observations a and c,
then the distance between the projections of a and c in the latent common
space is assumed to be longer than that between a and b).

Consider a set of M modalities {Ω1,Ω2, . . . ,ΩM} with dimension-
s {d1,d2, . . . dM} respectively, and a training dataset of N observation-
s {x1,x2, . . . ,xN} with a corresponding flag set {t1, t2, . . . , tN} such that
ti ∈ {1, . . . ,M} indicates that xi comes from Ωti . Let the relative-pairing
knowledge of the observations be represented by a set of triplets S =
{(i, j,k)}, where each triplet (i, j,k) encodes that xi and x j are more-
likely-paired than xi and xk. We have

‖WΩti
xi−WΩt j

x j‖2 ≤ ‖WΩti
xi−WΩtk

xk‖2, (1)

where WΩm is the linear projection matrix for each modality Ωm. Let
W = [W1 W2 . . .WM ], A = WTW, and AΩm be a ∑dn×dm matrix with
all elements being zero except for row ∑n<m dn +1 to row ∑n≤m dn being
an identity matrix, such that WΩm = WAΩm . Substituting this into (1)
gives

Tr(ACi,k)−Tr(ACi, j)≥ 0 ∀(i, j,k) ∈ S, (2)

where Tr(.) gives the trace of a matrix, and

Ci, j = (AΩti
xi−AΩt j

x j)(AΩti
xi−AΩt j

x j)
T. (3)

Let Ci, j,k = Ci,k −Ci, j . By introducing a positive slack variable
to each relative proximity constraint (for improving robustness against
noise) and a regularization term, learning the projection matrix for each
modality can be reformulated into an SVM style [11] energy function,
given by

min ‖A‖2
F + γ ∑ξi, j,k

s.t. Tr(ACi, j,k)≥ 1−ξi, j,k, A� 0 and ξi, j,k ≥ 0, ∀(i, j,k) ∈ S,
(4)

where ‖A‖F is the Frobenius norm of A, and γ controls the relative weight-
s of the regularization and loss terms.

We optimize (4) efficiently by maximizing its dual problem alterna-
tively with eigenvalue decomposition and off-the-shelf first order Newton
algorithm such as L-BFGS-B [5]. After getting the optimum A∗, we ob-
tain W by eigenvalue decomposition.

In conclusion, relative-pairing can explore more general semantic re-
lationships between observations than absolute-pairing, and allows easy
integration of label information. Theoretically, RPSA is a discriminative
model which does not assume any parameter or noise distribution, and
is a general framework which can be used in any cross-modality pattern
recognition. We have evaluated the performance of RPSA by applying
it to cross-pose face recognition and feature fusion. Experimental results
show that RPSA outperforms other state-of-the-art techniques, some of
which are tailored for the particular problems. We have made the code
available online (http://i.cs.hku.hk/∼zhkuang/Software.html).
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