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Visual saliency is a computational process that identifies important loca-
tions and structure in the visual field. Most current methods for saliency
rely on cues such as color and texture while ignoring depth information,
which is known to be an important saliency cue in the human cogni-
tive system. We propose a novel computational model of visual saliency
which incorporates depth information. We compare our approach to sev-
eral state of the art visual saliency methods and we introduce a method
for saliency based segmentation of generic objects. We demonstrate that
by explicitly constructing 3D layout and shape features from depth mea-
surements, we can obtain better performance than methods which treat
the depth map as just another image channel. Our method requires no
learning and can operate on scenes for which the system has no previ-
ous knowledge. We conduct object segmentation experiments on a new
dataset of registered RGB-D images captured on a mobile-manipulator
robot.

Standard approaches to saliency use color, gradient, and intensity dif-
ferences to distinguish unique regions from the rest of the visual field. We
propose a novel method which incorporates depth measurements into the
computation of visual saliency. Human subject studies have shown that
depth is an important cue in determining salient regions in human visual
processing [5, 6]. Depth measurements make it possible to separate ob-
jects which may be similar in appearance. In addition, shape information
can be recovered from the depth channel and used to improve the discrim-
inability of scene elements.
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Figure 1: An example saliency map and resultant segmentation produced from
the color and depth image pair. Note the two light switches in the upper right of
the image, which our approach highlights as salient regions.

One motivation for saliency research is the development of generic
object segmentation and detection capabilities [1, 3, 4, 7]. As an example,
consider a personal robot that can move through a home environment and
manipulate objects. During a clean-up task, the robot should be able to
handle unfamiliar objects for which it has no prior experience. Saliency
provides a basic mechanism for characterizing an unfamiliar scene and
generating hypotheses about potential object locations. We use the task
of generic object segmentation to quantify the effectiveness of our depth-
based saliency method. We present a novel segmentation approach that
incorporates saliency in an MRF model defined over superpixels. We
demonstrate improved performance over several previous approaches.

Consider the images presented in Figure 1 captured on a robot oper-
ating in a home environment. The scene has multiple foreground objects

of potential interest. Our saliency method scores all the relevant objects
(door handle, light switches, window blind) more highly than the back-
ground elements of the scene. The resulting saliency-based segmentation
successfully separates the foreground objects from the background pro-
ducing a useful set of proto-objects for a robot to explore or manipulate.

We have collected a new dataset of color and depth images, which
form the basis for our experimental evaluation. The dataset was collected
using a mobile-manipulator robot in a real-world home environment. The
dataset includes ground truth pixel-level segmentations of salient objects
that we will release publicly. In summary, this work makes four contribu-
tions:

• We introduce a new method for estimating visual saliency, which
combines color and depth measurements.

• We demonstrate that explicit 3D layout and shape features from
depth measurements produce more informative saliency maps than
approaches which simply treat depth as another channel of the im-
age.

• We present an approach to saliency-based segmentation of generic
objects based on a superpixel MRF and show promising results.

• We introduce a new dataset for depth-based saliency, including
ground truth pixel-level segmentations of salient objects
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