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Abstract

We focus on the estimation of radial lens distortion utilizivanishing points de-
tected in single images. Recent methods for vanishing peiteiction either ignore radial
distortion completely, or assume only weak distortion,chhis accounted for after van-
ishing point estimation. Unfortunately, if strong radiastdrtion is present the effects
are detrimental to the extraction of vanishing points anchsalgorithms are bound to
fail. To overcome this limitation, we suggest a closed-fawoiution for the problem of
simultaneously estimating a single vanishing point andatatistortion from three dis-
torted image lines. By utilizing our solver in a RANSAC-lildgorithm, we arrive at a
unified camera calibration approach, which in addition &blst estimating radial distor-
tion, computes the camera’s focal length if at least twoagtimal vanishing points are
present. Based on extensive experiments we show that oroaaghppresents a significant
contribution to the state-of-the-art in camera self-caliion from single images.

1 Introduction

Radial lens distortion found in real, most notably (chedp}iee-shelf medium to wide an-
gle optics can be quite severe. This complicates the asaiysligital imagery, as deviations
from the pin-hole camera model are significant. A-prioritlwation of lens distortion, pos-
sibly alongside the camera’s other paramet&8}, [rfemedies the problem. However, such
techniques are not applicable to zoom lenses and more iamlytrequire access to the
camera. Other approaches make use of correspondencegiplentiews of a moving cam-
era,e.g. by utilizing constraints from epipolar geometr; P, 12]. These methods require
sufficiently overlapping views and suffer from the lack ofttee commonly encountered in
indoor environments.

Another class of algorithms focuses on estimating lenodisth from single views,
e.g. by imposing the constraint that straight scene lines hawppear straight in the im-
age [/, 8, 14]. These methods depend on extraction of long, smoothlyeriedges and
get thrown off easily if a portion of such curves originatesi non-linear scene structures.
For this problem, the use of vanishing points provides ardistadvantage: When a sig-
nificant number of image edges groupst. to a common vanishing point, it is far more
likely that they stem from parallel scene lines, than begiged by some arbitrary curved
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Figure 1: Exemplary results: Circular arcs (blue) grouped. to a vanishing point, indi-
cated by converging circles (first row). Automatically ustdited images. (second row).

structures. For weakly distorted images this has been deredd by Brauer-Burchardt and
Voss H]. Similarly, in [10] Grammatikopoulost al. attempt to account for weak radial dis-
tortion in the context of camera calibration from orthogloramishing points. They propose
re-detection of straight lines together with a refinemeriboél length, radial distortion, and

vanishing points starting from initial vanishing pointiesites obtained by a standard line-
based approach. Hughetsal. [11] utilize vanishing points to estimate the strong distartio
effects presentin fish-eye lenses. However, their methdesggned for calibration patterns.

1.1 Contributions

We concern ourselves with the detection of vanishing panis concurrent estimation of
radial distortion, using sets of edge segments extracted & single view. This has been
attempted befored] 10|, but the proposed algorithms share the same deficienciehey
assume weak radial distortion such that a first guess athiagipoint positions can be
made without accounting for distortion. b) When dealinghwiadial distortion effects in
subsequent refinement stages, the error is quantified imitistarted image. This creates a
significant bias towards distortion estimates shrinkirguhdistorted image3[ 15].

We address both limitations utilizing a simple RANSAC st for grouping distorted
line segmentsvr.t. to vanishing points. The main contribution lies in the gatien of
RANSAC hypotheses: We suggest a closed form solution fatljoeéstimating radial distor-
tion and the vanishing point position from a set of threeadted image edges. Furthermore,
the method avoids bias by assessing the consistency of ansedgnentv.r.t. a vanishing
point directly in the distorted image. See Figor results obtained with our algorithm.

As an extension of the one vanishing point case, we adoptodutien in a more general
RANSAC-based framework, which in addition to estimatingiah distortion from three
segments, adds two more segments to compute the focal lbggtientifying up to three
orthogonal vanishing points. In this approach, the assiomptf orthogonality is necessary
for focal length computation, but does not affect the ediiomaof radial distortion. To
summarize, our contributions are:
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e A closed-form solution for estimating a vanishing point amadial distortion from
three distorted image lines together with an efficient cairsicy measure for grouping
sets of distorted linew.r.t. their vanishing points.

e The adoption of our solver in a unified and robust cameracsgdibration framework
based on RANSAC, which computes radial distortion and ftesadth, as well as three
orthogonal vanishing points, from a total of five segments.

e Extensive experiments show that the approach is compuotdhjoefficient and can
handle significantly distorted images as well as imagesfeci@d by radial distortion.

2 Lens distortion model

For our work, we adopt the so-called division mod#irhade popular by Fitzgibbor®]. In
this model the mapping from a distorted image paiit the undistorted poirk is given by

C: %=x/(1+Ar?). (1)

Here,r = \/x2+ Y2 is the distance of the distorted point to the distortion ee(the origin of

the coordinate frame), which is typically set to the cenf¢he image 9, 16]. The coefficient

A controls the degree of distortion: At= 0 no distortion is present, while < 0 andA > 0

account for barrelling and pincushion distortion respetyi For the rest of the paper, we

assume normalized image coordinates, such tkat & 1. o
Intriguingly, it can be showrd]] that under the division model a straight lihe (I3, 12,13)T

is distorted into a circle with centéx., y¢) and radiuRR given by

|~;|_ |~2 |%+|% 1 1
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The circle degenerates to a line for eitde= 0 oriz=0,i.el passing through the origin.

In [15], Strand and Hayman utilize this observation to correctaladistortion. They
demonstrate that superior results compared to methodsnizing the error in the undis-
torted image T] can be achieved by fitting circles to image edges in the ditoimage.
Basically, once a circle has been identified in an image,igigmost term in2) can be used
to computer from the circle’s midpoint and radius. Note however, thé tipproach crit-
ically depends on long, sufficiently curved edges which maly de found close to image
boundaries. When circles are fit to short and therefore dlstosight edges, the estimated
parameters are are known to be unstabje [

3 Estimating radial distortion from circular arcs

In spirit of Strand and HaymarLp], we will utilize circular arcs extracted from edges as
basic feature for our approach. A short account of the adofgiehnique is given 3.1
However, while such features are plentiful in images of maade environments, one cannot
rely on sufficient length or curvedness for immediate edimmeof distortion. In Sec3.2
we will show that improved results can be achieved by utilizihe assumption of a com-
mon vanishing point. We formulate the simultaneous contprtaf a vanishing point and
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Figure 2: Left: The tangeritto the circular arc (circle with midpoinh) transformed into
the undistorted image coincides with the original lifgassing through the vanishing point
(Sec.3.2). Right: The consistency of a circular ana.t. to a vanishing point is assessed by
constructing the ideal ling in the undistorted image and warping ittton the distorted one.
The error is the perpendicular distance from paintn linet tot’, see Sec3.3for details.

radial distortion as the estimation of a pencil of circlegants transformed into the undis-
torted image. The main trick is that we under-parametrizedincles such that enforcing
the constraint of a common vanishing point turns the foritnorteinto a simple generalized
eigenvalue problem. This can be solved in closed form forntir@mal number of three
circles required by our method.

3.1 Circular arc detection

For arc segment detection we employ the Canny detector. 8dudting edges are split into
circular arcs, similar to typical polygonalization procees based on the Douglas-Peuker
algorithm. Specifically, the procedure recursively sgiiges into sub-segments until a cir-
cle can be successfully fit,e. the maximum deviation of all pixels is smaller than a pre-
defined threshold. For each extracted arc smoothed estimfthe arc’s midpoint and the
tangent at that point are computed from the fitted circle. rigliminary experiments, we
compared the algebraic Taubin circle fit and the fit based arinizing geometric distance
using Levenberg-Marquardt minimizatioB][ The later had no noticeable impact on the
quality of radial distortion estimation and we selectedriwe efficient Taubin method.

3.2 Atangent-based solver

Suppose we are given a poit= (x,y)" on a circular arc together with the normal vector
n= (u,v)" at that point, obtained with the method from S&d. If we undistortx and map

n accordingly to its undistorted imagde the linet parametrized by th& andfi coincides
with the linel generating the circle. See Fig(left) for an illustration of this concept.

From elementary differential geometry we know that for deddntiable transformation
of a curve, the normals of the curve are mapped to the normd#ie @urve’s image by the
transposed inverse of the Jacobian of that transformatioour problemx is transformed
into the undistorted poirt by C (1), for which the Jacobian is

e 1 (1+)\r22)\x2 —2Axy >

(1+Ar2)? —2Axy 1+Ar2—21y? )
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Note thatlc = J} and we can write the normal vectdat the undistorted poirit as

1 14+Ar? (u+)\r2u+2)\vxy2)\uy2> 4

N=Jcn= 1—Ar2 \V+Ar2v+2Auxy — 2Avx?
Using (1) and @), the undistorted tangent lirie= (1, f,t3) T passing throughk with normal
f is given by
- ~ U+ Ar2u+ 2Avxy — 2Auy?

- 14+ Ar?
t= ( PTN) = ( ~Tn 1 ) = er V4+AT2v4 2 uxy — 2Avx? | . (5)
—n'X —n Xl+)\r2 1—-Ar —ux— vy

We may drop the common scale factor and substitéite: x> +y2. Then, rearranging of
terms gives the desired parametrization of the undistdaegent line:

u ux2 + 2vxy — uy?
t= v +A | w2 2uxy — v | . (6)
—UX—Vy 0

Recall that here the only unknown ds The transformed tangefithas to pass through
the undistorted vanishing poifit= (\71,\72,\73)T so thatt"v = 0. Stacking the equations

t'Vi =0, i =1,2,3 of three tangent lines, we obtain the generalized eigaayaioblem
dh d2 ds e & 0
(D+AE)U=| |ds ds ds|+A|es e O] |V=0, 7)
dz dg do & & 0

whereD, E are the so called design matrices. Letting(@et A E) = 0 and rewriting, it can
be shown that the characteristic polynomial is a simple tatédof the form

A2c;+Aci+Co=0. (8)

Solving for A gives at most two real roots; . Due to the underparametrization of the in-
volved circles both solutions are geometrically corregpresenting two different triplets of
circles meeting in a common vanishing point in the undistbitnage. Onca is computed,
we plug it back into §) to obtain the three undistorted lines from which intersecany two
gives the vanishing point.

At this point, it is convenient to discuss the cases when olwes fails to give a solution.
We identified three critical cases, which can be easily éerfvom equations4) and ©):

e Three tangent lines passing through the distortion ceRtarany line passing through
the distortion center, the orientation of the norrfiak not affected by changing.
Consequently, the tangent lines are not altered and thertiist cannot be estimated.

e Three parallel tangent lines with normals (at the point offencyx) pointing towards
the distortion center: Again, the normal vectors are onbjest by radial distortion,
such that the tangent lines will only be shifted, but stayapakfor changing).

e Three tangent lines lie on the same circle: In that case still computable as the
trivial solution makingv = 0, i.e. the A where all three undistorted tangent lines are
equivalent up to scale, such that the intersection poimdsetined.
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Figure 3: Synthetic data results: The ordinate shows tletiéraof successful trials (relative
error inA smaller than 5%) versus length of circular arcs on the abaciBhe solid red line
denotes our method, the dashed blue line stands for theobéstee circle fit.

3.3 Assessing the consistency of circular arcs

In this section we will consider a method to measure the stersty of arc segmentsr.t. a
vanishing point for a givenA. To avoid bias in distortion estimation (Sécl) the error will
be measured in the original image, as this is where the wingrtoriginates. Specifically,
we asses the error utilizing the same representation asfiopating the vanishing point. For
the arc midpoink its undistorted imag& is obtained by I). Then we compute the normal
fi’ of the ideal linet’ connecting’ and%, and use relatiordj to find its image

~ y ~

~ V3= — W2

n' = Jcn/ =Jc <~ 1+Ar X (9)
Vi—=Varie

in the distorted domain. We define the consistency of a @racsw.r.t. V as

dist(s,V,A) = Izssinz(n, n’), (10)
wherels is the arc’s length in pixels. The weighting factgrepresents a means of allowing
less angular deviation of the normals for longer (presusnatdre accurate) arcs. Another
explanation is thatl(0) is the perpendicular distance of the image of the idealgantine
t’ (with normaln’) to the pointa; ont lying Is/2 pixels away fronx, see Fig2(right). For
A =0, this corresponds to the line segment-based consistemgipged in [L7].

We may note that the proposed measure is not unambiguous.eugowthis caused
no problems during all our tests, suggesting that the antidl@lignment of a circle not
compatible with¥ through the same point with identical normaln, is highly unlikely.
Besides, a simple but slightly more costly option withow #mbiguity is to distort the ideal
line T into a circle passing througk using @) and then evaluate the geometric error of
two additional points on the arc. In preliminary experingane compared both options, but
encountered no significant differences.

3.4 Testing the solver on synthetic data

To get an idea about the behaviour of our minimal solver undéy conditions, we simu-
lated the output of the circle detector described in Set. In a 640x 480 image circular
arcs were created by sampling equally spaced points alooigicompatible with a van-
ishing point), such that their number approximated themgisee length. Furthermore, the
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point locations were subjected to additive, zero mean Gasmise. To each arc, a circle
was fit and estimates for the arc’s midpoint and associategeta were extracted.

In a Monte-carlo experiment, we repeatedly (10000 time=jterd triplets of equal length
arcs and computed individual estimatesiofrom each circle fit (see Seg), as well as by
our method. For the three circle fits, theclosest to the ground truth value was retained. Ou
solver gives up to two solutions per triplet, of which we sédel the besh. For each trial,
the number of successes (relative deviation from grourtti ubelow 5%) was recorded.
The experiment was conducted for noise levels in the ran@20f o < 1 and arc lengths
increasing from 20 to 260 pixels. Due to the lack of space, nlg give a representative
example of the outcome. Fi§.illustrates the results for three valuesioat a noise level of
o = 0.5. As can be seen, our method drastically improves the gualithe estimation for
short arcs, regardless of the distortion being moderate (0.1), or severeX = —0.5).

4 RANSAC

So far, we have gathered all ingredients for a straight-fmdimplementation of a RANSAC-
based method to estimate distortion from a single vanispaigt. In Fig.1 typical results
obtained with this algorithm are depicted. As one can sea) emages of natural scenes may
be used to compute visually pleasing results. Unfortugateany images have more than
one vanishing point and if the dominant one is close to thegenzenter, radial distortion
cannot by reliably estimated. The solution to this probleraigely application dependent,
and can be attacked by using several vanishing po#jtsof by searching for a specific
vanishing pointe.g. the vertical onel, 13].

Recently, Wildenauer and Hanburi/q presented an algorithm for computing three or-
thogonal vanishing points and the camera’s focal lengthdiggusets of four image lines.
Their method fixes the principal point in the image center emthputes a vanishing point
from two lines. Two more vanishing points and focal length tlien estimated from the first
vanishing point and the remaining lines. This approach @adsily extended to also deal
with radial distortion: One needs to do only marginally mthr@n replacing the computation
of the first vanishing point with our solver.

In the following, we give the specifics of the resulting RANSAmplementation: A
minimal sample set (MSS) of 5 tangents is drawn, of which 3 are taken to compugnd
the undistorted vanishing poifi{. Then, the 2 remaining tangents are undistorted and fe
together withvy, into the line-based solvel f]. This adds the estimate of the focal length
f and two more undistorted vanishing points to the RANSAC lilypsisH = {A, f, V12 3}.
Each tangent triplet generates up to 2 solutions\foAnd, for each the line-based solver
outputs up to 3 focal length estimates. Since there are 1®ic@tions of drawing 3 tangents
from 5, a maximum of 66= 10 x 2 x 3 hypotheses has to be evaluated for each MSS.

In the evaluation step, the cardinality of the consensusfathypothesig is com-
puted. Here, a circular arc is classified as inliert. the hypothesis{, if it has an error
dist(s, Vi, A) (see Sec3.3) smaller than a predefined threshéldor any of the three vanish-
ing points¥; 2 3. RANSAC iterates untikyaa hypotheses have been evaluated and repor
the hypothesis with the largest consensus set.

The advantage of this scheme is two-fold: (a) By using morgsbang points the algo-
rithm covers a larger portion of the data and thereby stadslihe selection of a vanishing
point for radial distortion estimation. (b) If orthogonanishing points are present, we get
an estimate of the focal length for free. This, however, tcnitical for distortion estimation.
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Figure 4: Top row: Cumulative histograms of relative foeaidgth and radial distortion error
for our data set. The ordinate shows the fraction of triakhwiror less than the respective
value on the abscissa. Bottom row: Distribution of estirdalestortion coefficients (left)
and cumulative histogram of relative focal length errorY¥aiD (right).

After the RANSAC stage, we conduct an additional refinemémstimates by simul-
taneous non-linear optimization of radial distortion,dbkength, and vanishing point posi-
tions. For this we adopt the Maximum Likelihood Estimatoggested in 17] by simply
including the estimation oA and our consistency measure. For the rest of the paper, we
denote our RANSAC only implementation &CA and the version with refinement as
R5CA+MLE .

5 Experimental results

For tests on real data we used a Canon EOS 500D mounting a &akrmo 8mm fish-
Eye lens with~ 170° horizontal field of view. The acquired images were downstate
a resolution of 1188& 792 from which a 60% cutout was retained. We pre-calibrated t
camera with distortion center and principal point fixed & tlenter of the image, resulting
in a focal length offy = 446 pixels and radial distortioky = —0.295.

We acquired a set of 102 images showing mainly street ancbindews of urban en-
vironments. For an evaluation & CA andR5CA+MLE we assessed the relative error in
radial distortion and focal length estimatest. the ground truth. In addition, we undistorted
the images using the ground trutlp and computed focal length estimates utilizing the van-
ishing point detectoR4L+MLE proposed in17]. In all tests, the number of iterations was
kgata = 4000 and the inlier threshold was sefte- 0.5 pixel. For each image, the algorithms
were run 100 times and we report the cumulative results in4zigp row.
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Figure 5: Exemplary results: Circular arcs (black) grouped. three vanishing points,
indicated by converging (red, green, blue) circles togethith obtained undistorted images.

As one can see, the refinement gives a moderate improvementre/pure RANSAC
method. R5CA+MLE obtained a relative error in radial distortion estimatidregs than 5%
in more than 75% of trials. Unsurprisingly, in terms of foteigth estimatiorR4L+MLE
works slightly better than our approach: It operates onguéisf undistorted images and has
one degree of freedom less to deal with, both during featxraeion and in the detection
stage. However, compared R¥IL+MLE 's 92% R5CA+MLE still attains 87% successful
calibrations with a relative focal length error of less tizéa.

Exemplary results of our algorithm are depicted in Fg.The left columns show suc-
cessful runs, while the rightmost column illustrates adgpfailure mode. Due to the low
resolution no arcs were extracted from the building facethadtack of wood distracted the
computation of orthogonal vanishing points. Thus, radistaition was severely underesti-
mated and the focal length computation returned a bogu#t.resu

In a second experimental run, we show that our algorithmseeesily deal with data
showing negligible radial distortion by tests on the weliagfished York Urban Database
(YUD) [6]. Results for focal length, together with a plot of the dimition of the estimated
A values, are shown in Figl, bottom row.R5CA+MLE is almost as good @4L+MLE
which is among the best performing algorithms on YUD. As oae see, the estimatéds
huddle tightly around to a peak at abdut= —0.02. Indeed, a visual inspection showed the
presence of slight barrel distortion for which the estindatelue seems to be reasonable.

Our methods were implemented in MATLAB, wiRbCA andR5CA+MLE being done
in C++. On a Core i7 CPU, for an average of 350 arcs per imageamdata setR5CA and
R5CA+MLE took 40 ms and 62ms respectively.

6 Conclusion

This paper has extended the state-of-the-art in cameraa@ration from vanishing points
by integrating estimation of radial distortion, focal l¢éhgand vanishing point positions in
one algorithmic step. The main contribution is a closedvfeolution for direct estimation of
radial distortion and a vanishing point from three circlidess, extracted from image edges.
Based on this, we devised an efficient RANSAC approach, winigluse of two more arcs,
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is able to accurately estimate radial distortion, focagtanand three orthogonal vanishing
points. Extensive experiments on real data have demoedtiia¢ validity of the method.

An important insight is that (under mild assumptions) it ésgible to directly estimate
vanishing points in images with strong radial distortiorthaanly little more effort than in
the standard, undistorted case. Furthermore, our algoritiay be used to detect vanishing
points in images unaffected by radial distortion withowt ttanger of overfitting.
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