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Bag-of-words has been extended in various ways. This paper enriches the
representation of each descriptor with the (quantized) characteristic scale
and dominant orientation [2] associated with the region of interest. This
additional information is exploited by a Hough-like voting procedure [1]
to favor the images that have been scaled and rotated consistently.

In this paper, we depart from most existing works by using rotation-
invariant dense features. In image search, most systems rely on key-
points or region detectors. A description relying on regular dense features
achieves good performance but at the cost of loosing invariance to orien-
tation, which is not desirable in many applications. Pooling on dominant
orientations of the local features have been explored in the context of ob-
ject classification [5], however they do not enforce the relative orientation
to be preserved. In our work, we aim at obtaining both the discriminative
power conveyed by dense descriptors and invariance to orientation.

The vector of locally aggregated descriptors (VLAD) [4] is an encod-
ing technique that produces a fixed-length vector representation v from a
set X = {x1, ...,xm} of m local d-dimensional descriptors (e.g., SIFT, d =
128), which have been extracted from a given image. The VLAD compu-
tation procedure relies on a visual vocabulary C = {c1, · · · ,ck} where the
dictionary (size k) is trained offline with k-means algorithm. It is used by
a quantization function q : Rd→ C that associates xi to its Euclidean near-
est neighbor in the vocabulary C, as q(x) = argminc∈C ‖x− c‖. VLAD is
a d×k vector, where each component is indexed by both the indices i and
j associated to the quantization indexes and sift components, respectively.
A component of VLAD vector v = [v1,1, . . . ,vi, j, . . . ,vk,d ] associated with
X is obtained as

vi, j = ∑
x∈X :q(x)=ci

x j− ci, j, (1)

where x j and ci, j are the jth components of descriptor x and visual word
ci, respectively. As a post-processing, the vector v is `2-normalized.

To boost the performance of VLAD, several pre- and post-processing
operations have been proposed, such as pairwise square-root on SIFT, ro-
tating SIFT with PCA and applying pairwise power law on VLAD. VLAD
undergone these series operations is denoted as VLAD*.

In the regular VLAD, features with different orientation are aggre-
gated, loosing the possibility to estimate any geometrical transformation
between the aggregated features. To alleviate this problem, we propose
to pool features according to some characteristic geometrical quantities,
more specifically the characteristic scales and dominant orientations [6]
obtained as a byproduct of the descriptor computation stage. We aggre-
gate features having similar characteristic scales or dominant orientations,
to obtain a new pooling strategy termed Covariant-VLAD (CVLAD).

Take pooling on dominant orientation as an example. Let denote by
θ the dominant orientation associated with a given feature x, and let

bB(θ) =
⌊

B
θ

2π

⌋
(2)

be the quantization function used to quantize angles with B equally sized
bins. Our pooling strategy modifies Equation 1 as

pb,i, j = ∑
x∈X :q(x)=ci∧bB(θ)=b

x j− ci, j. (3)

In Eqn. 3, the pooling of the feature x is controlled by both its quantization
index q(x) and its quantized dominant angle bB(θ). Another way to see
the CVLAD construction procedure is to consider that P = [P1, . . . ,PB] is
a concatenation of B VLAD k×d-dimensional vectors, each of which en-
codes the features having the same quantized dominant orientation. This
produces a vector B times longer than VLAD. Similar pooling is feasible
with the characteristic scale. Note that the series pre- and post-processing
adopted in VLAD* is also applied on each sub-vector of CVLAD.
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(a) CVLAD vs VLAD and VLAD*
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Figure 1: Performances of CVLAD in Holiday datasets. (a) Performances
of pooling with dominant orientation (orient) and characteristics scale
(scale) in comparison with conventional VLAD and VLAD*. (b) Perfor-
mance of CVLAD in large-scale image search as a function of database
size. The performance of VLAD has been compared with CVLAD*,
BoW and BoW+HE [3]. Hessian-Affine+SIFT and dense SIFT have been
adopted in experiment (a) and (b) respectively.

The similarity s(., .) between two CVLAD vectors Pi and P j is de-
fined on the basis of VLAD sub-vectors as

s(Pi,P j) = argmax
∆t∈0...B−1

B−1

∑
t=0

cos
(

Pi
t ,P

j
mod (t+∆t,B)

)
(4)

which amounts to selecting the orientation maximizing the similarity be-
tween the two vectors. This process is comparable to estimating the dom-
inant rotation transformation between two feature sets in WGC [3], how-
ever here it is done directly on the aggregated vectors.

Eqn. 4 performs a circulant matching between two sets of VLAD sub-
vectors. The matching shifts the VLAD sub-vector in P j circularly to
search for the best match between two groups of VLAD.

We presented CVLAD which pools on dominant orientations of lo-
cal features. This approach builds upon the recent VLAD descriptor, but
offers a new trade-off with respect to geometrical invariance by implic-
itly selecting the rotation (likewise scale) to maximize the similarity for a
given image pair.
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