Depth really Matters: Improving Visual Salient Region Detection with Depth
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Depth information has been shown to affect identification of visually
salient regions in images. In this paper, we investigate the role of depth in
saliency detection in the presence of (i) competing saliencies due to ap-
pearance, (ii) depth-induced blur and (iii) centre-bias. Having established
through experiments that depth continues to be a significant contributor
to saliency in the presence of these cues, we propose a 3D-saliency for-
mulation that takes into account structural features of objects in an indoor
setting to identify regions at salient depth levels. Computed 3D-saliency
is used in conjunction with 2D-saliency models through non-linear regres-
sion using SVM to improve saliency maps. Experiments on benchmark
datasets containing depth information show that the proposed fusion of
3D-saliency with 2D-saliency models results in an average improvement
in ROC scores of about 9% over state-of-the-art 2D saliency models.

The main contributions of this paper are: (i) The development of a
3D-saliency model that integrates depth and geometric features of ob-
ject surfaces in indoor scenes. (ii) Fusion of appearance (RGB) saliency
with depth saliency through non-linear regression using SVM. (iii) Exper-
iments to support the hypothesis that depth improves saliency detection in
the presence of blur and centre-bias. The effectiveness of the 3D-saliency
model and its fusion with RGB-saliency is illustrated through experiments
on two benchmark datasets that contain depth information. Current state-
of-the-art saliency detection algorithms perform poorly on these datasets
that depict indoor scenes due to the presence of competing saliencies in
the form of color contrast. For example in Fig. 1, saliency maps of [1]
is shown for different scenes, along with its human eye fixations and our
proposed saliency map after fusion. Itis seen from the first scene of Fig. 1,
that illumination plays spoiler role in RGB-saliency map. In second scene
of Fig. 1, the RGB-saliency is focused on the cap though multiple salient
objects are present in the scene. Last scene at the bottom of Fig. 1, shows
the limitation of the RGB-saliency when the object is similar in appear-
ance with the background.

Effect of depth on Saliency: In [4], it is shown that depth is an im-
portant cue for saliency. In this paper we go further and verify if the depth
alone influences the saliency. Different scenes were captured for experi-
mentation using Kinect sensor. Observations resulted out of these experi-
ments are (i) Humans fixate on the objects at closer depth, in the presence
of visually competing salient objects in the background, (ii) Early atten-
tion happens on the objects at closer depth, (iii) Effective fixations are
high at the low contrast foreground compared to the high contrast objects
in the background which are blurred, (iv) Low contrast object placed at
the center of the field of view, gets more attention compared to other lo-
cations. As a result of all these observations, we develop a 3D-saliency
that captures the depth information of the regions in the scene.

3D-Saliency: We adapt the region based contrast method from Cheng
et al. [1] in computing contrast strengths for the segmented 3D surfaces or
regions. Each segmented region is assigned a contrast score using surface
normals as the feature. Structure of the surface can be described based
on the distribution of normals in the region. We compute a histogram of
angular distances formed by every pair of normals in the region. Every
region Ry is associated with a histogram H. Contrast score C; of a re-
gion Ry, is computed as the sum of the dot products of its histogram with
histograms of other regions in the scene. Since the depth of the region is
influencing the visual attention, the contrast score is scaled by a value Z;,
which is the depth of the region Ry, from the sensor. In order to define the
saliency, sizes of the regions i.e. the number of the points in the region,
have to be considered. We find the ratio of the region dimension to the
half of the scene dimension. Considering n; as the number of 3D points
in the region Ry, the constrast score becomes

(i)

Figure 1: Four different scenes and their saliency maps; For each scene
from top left (i) Original Image, (i) RGB-Saliency map using RC [1], (iii)
Human fixations from eye-tracker and (iv) Fused RGBD-saliency map
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where Dy is the dot product between histograms Hy and H;. The region
with less C score is considered to be the one that is unique in the 3D
scene. Hence saliency of the region Ry becomes Sy = 1 — Cy./Cax, Where
Cinax 1s the maximum contrast score in the scene for a region. With the
obtained 3D-saliency map, we fuse saliency maps given by the state-of-
the-art algorithms to obtain the RGBD-saliency map.

Fusion process: The obtained 3D-saliency map is fused with the
saliency maps of existing visual saliency models to create RGBD-saliency.
We perform this operation using SVM regression model trained on set of
sample images. This fusion process also includes additional local features
of the 3D region in the training. They are Color histogram, Contour com-
pactness, Dimensionality, Perspective score, Discontinuities with neigh-
bours, Size and location, and Verticality. Inclusion of these features im-
proves the performance by more than 5%. Results are quantified across
three datasets, University of Washington RGB-D dataset [3], Berkely 3D
dataset [2] and our own dataset.

Our conclusion is that the depth is an important cue for the detection
of salient region in a scene. With a novel formulation we propose 3D-
saliency which when fused with saliency of the existing models enhances
their performance.
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