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Abstract

The terms Biker, Punk, Hipster, Goth or Surfer often spark visual depictions of indi-
viduals with very distinct fashion styles. These visually salient styles can provide insight
into the social identity of an individual. However, despite its potential usefulness, little
work has been done to automatically classify images of people into social categories. We
tackle this problem by analyzing pictures of groups of individuals and creating models
to represent them. We capture the features that distinguish each subculture and show
promising results for automatic classification. This work gives vision algorithms access
to the social identity of an individual and helps improve the quality of socially motivated
image search, relevance of advertisements, and recommendations of social groups.

1 Introduction
In the past few years there has been a massive influx of images provided by social media;
Facebook alone receives around 300 million photos a day[1]. The abundance of social me-
dia presents a compelling opportunity to analyze the social identity of individuals captured
within images. This points to an excellent opportunity for computer vision to interact with
other fields, including marketing strategies and psychological sociology [7, 12].

Although there have been major strides in image semantic content analysis (in face, ob-
ject, scene, and more recently clothing recognition), current algorithms fail to fully capture
information from groups of individuals within images. For example, as shown in Fig. 1,
visual searches of groups of people often provide uninspiring results. Rather than matching
personal style or social identity, the search provided images with similar global image statis-
tics. The mainstream media has noticed this deficiency in some recent discussions [4] and
wonders when vision algorithms will catch up to their expectations.
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Figure 1: The social groups influence the appearance of their members. This work leverages
this intuition to classify images of groups of people into social categories. This can improve
recommendation systems and user experience with social media, and image search engines
can take advantage of this classification and provide more meaningful search results.

In 1985 Michel Maffesoli described urban tribes [16] as a group of people who have
similar visual appearances, personal style, and ideals. Among tribe members, similar per-
sonal styles often manifest as common accessories such as leather jackets or surfboards. The
scene context also provides useful information: surfers are more likely to be photographed
outdoors by the sea, whereas bikers may congregate at biker bars or be photographed by
their bikes on the road. Though not as discriminative, the overall demeanor between tribes
can vary as well, such as the laid back smiling surfers versus the frowning dark subculture
members. The visual cues shared by members of these tribes provide the basis for our work;
members from the same urban tribe are expected to look more similar than members of
different tribes, and they can be easily identified by people just from visual information.

Automatic recognition of these urban tribe categories could provide interesting benefits
and applications. More relevant image searches can be conducted; more relevant advertise-
ments can enhance the web experience of both businesses and consumers; social networks
can provide better recommendations. Urban tribe classification can also improve surveil-
lance of social demographics. Unfortunately, this categorization problem is difficult because
of the ambiguous nature of social categories and the high within class variance. Social cat-
egories can evolve and fracture into separate groups; individuals may exhibit features of
multiple urban tribes or certain individuals may not present a visually salient style at all.

This work highlights a timely but largely unstudied problem of image group catego-
rization from a social perspective, and contributes towards its solution in several ways.
Rather than approaching this problem by classifying isolated individuals (as most recent
fashion/style analysis works do), we focus on calculating meaningful group features and
models. Following this idea, we present a novel recognition pipeline (see Fig. 2) and we eval-
uate different modeling approaches, following common frameworks used in other recogni-
tion tasks. Finally, we also provide a dataset, Urban Tribes dataset, with around 100 labeled
images per class, from 11 different classes. We provide access to this dataset to facilitate
further research on social categorization of group pictures1. The exhaustive and promising
experimental results show that it is possible to extract semantic meaning from social media
group photos, opening opportunities for the previously mentioned applications.

1http://vision.ucsd.edu/content/urban-tribes
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Figure 2: Group image categorization. Our approach consists of: (a) people detection, (b)
local and global descriptor computation, (c) group modeling and (d) classification.

2 Related Work
Our work attempts to recognize the content of an image from a social perspective. This is
in line with the social signal processing, a growing area of study [22]. Ding and Yilmaz
[10] show interesting results for the subjective interpretation of action analysis, proposing
how to discriminate positive and negative social relations of individuals in a video sequence.
Song et al. [21], present a promising approach to predict the occupation of a subject given
that individual’s clothing and a rough scene context description. Closer to the goals and
applications of our work, Yu et al. [26] analyze a user’s photo album and the associated
metadata in order to suggest possible social groups of interest, e.g., flickr or facebook groups
about flowers or animals. This is closely related to our goal of analyzing social media,
however our approach deals only with visual information and focuses on the analysis of
images with groups of people. A common element among all these works and ours is the
need for both global image statistics as well as more semantic individual level attributes.

Regarding the analysis of semantic attributes of individuals, we find recent works that
recognize the presence or absence of several face attributes to perform higher level tasks such
as face verification [13]. Other work, such as [20], model the relative strength or rankings of
certain attributes, rather than binary attributes, to provide a more natural and richer modeling,
potentially enabling more robust recognition and informative descriptions of novel images.

Finding the urban tribe or social group of an individual is part of a fine grained catego-
rization problem (labeling faces with identity, attributes, or their urban tribe), similar to what
we find in other recently studied classification problems, which have focused on classifying
various types of living organisms such as plants [14] and animals [23].

An important aspect of our work involves analyzing a group of individuals within an
image. The importance of group structure has been researched by Gallagher and Chen [11],
who analyzed the layout of the individuals in an image to detect gender, age and even family
relationship. Group analysis has also been shown to improve individual identification by
Manyam et al. [17]. Dhall et al. [9] highlights the importance of group analysis as a whole,
and uses it to better understand the mood of the group of people in an image. Group analysis
methods usually start with individual person detection and description. One of the leading
methods is that of Bourdev and Malik [2], which is based on the detection of person parts
named poselets. Its effectiveness has been demonstrated for human parsing [24] and recog-
nizing semantic attributes such as hair style or clothing type [3]. Clothing recognition itself
has become a growing field [6, 15]. One of these works, [25], mentions the interesting link
between visual appearance and social identity.
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Figure 3: Person part detection. Each person hypothesis can have up to six parts and fiducial
points for eyes and mouth. We compute the part descriptors within the bounding boxes of
these regions. The examples on the left and middle show a close up of our detections. The
example on the right presents two face and two person detections that were correctly rejected
thanks to the hypothesis construction process proposed (faces must be aligned with a person
hypothesis; person bounding box sizes can’t have large deviations).

In our earlier work [18], we obtained preliminary results towards discovering social
groups among images from social events with a weakly supervised approach. Image de-
scription there includes only face, head and context descriptors to identify and classify im-
ages with groups of people into clusters of social groups. The current paper presents an
augmented group image description together with more suitable group model representa-
tions and additional classification options, which leads to significantly higher accuracy for
social group recognition, as shown in our experiments. In addition, we present a strongly
labeled dataset, with a larger amount of images and ground truth information which allows
a more accurate evaluation of the proposals than the image set presented in previous work.

3 Group description
Our group modeling involves detecting individuals, extracting individual and group features
and building the group representation, as key steps for the classification detailed later.

3.1 Person detection and description
We detect individuals in the image and describe each of them as a combination of parts.
Similar to [18], individuals are detected by a combination of poselet based person detection
[2] and an open source face detector [27]. We obtain six part bounding boxes from the person
detector: face, head, upper head (hat), neck, torso and arms. Both face and person detections
are merged into a single person hypotheses whenever the overlap of the face region from the
two detectors is over a threshold. This simple step filters out many person hypothesis that did
not correspond to persons posing for the picture but passing by in the background, as shown
in the example in Fig. 3. Thus, an image containing p persons is represented by a set of p
hypotheses {h1,h2, . . . ,hp}, and each person hypothesis is composed of a set of parts (not
all parts need to be detected to build a hypothesis, as the torso or the arms may not appear in
the image). Therefore each individual hi is represented by a set with the corresponding parts
descriptor vector dpart_name: hi = {dhead , d f ace, dhat , dneck, dtorso, darms}.

We define the descriptor set detailed in Table 1, which is computed for each part. This set
is built on the descriptor set we used in [18]. We have initially evaluated an augmented set of
descriptors (e.g., larger variety of color spaces, fiducial point information, additional texture
descriptors) but we have selected a reduced set, trying to maintain a balance between size
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and discriminative power, after running standard feature selection techniques 2 and following
the intuition behind the features, detailed next.

Ratio of skin pixels vs. total amount of pixels in the patch, obtained with a simple skin-color-based segmenta-
tion (normalized to the average face color detected). This descriptor reflects the type of clothing used and how
much body is covered with it.
RGB, Luminance and Hue histograms computed for all pixels and computed only for non-skin pixels. This
will help modeling the type of clothing used.
Top 3 dominant values in Red, Green, Blue, Hue and Luminance color bands. Dominant colors in clothes and
accessories are very specific at some social categories.
HoG features [8], which will help capture the different poses.
Table 1: Individual descriptors. They are computed within the bounding box of each part.

3.2 Global group descriptors
In order to account for context and group properties, the image is represented by each of
the individuals hi, as explained above, together with a global group descriptor set, dglobal :
G = {h1, h2, . . .hp, dglobal}. This set is also an augmented version of previous work proposed
descriptor set, again obtained thanks to a combination of feature selection analysis and intu-
ition behind the different descriptors. The global descriptors are split in two sets, low level
descriptors (detailed in Table 2) and high level descriptors (detailed in Table 3).

Ratio of pixels within the detected person bounding boxes vs. total amount of pixels.
RGB, Luminance and Hue histograms computed on all pixels, on pixels out of the detected person bounding
boxes, i.e., background pixels.
Gist [19] and HOG [8] descriptors.

Table 2: Low level group descriptors. They are computed over all image pixels and comprise
the scene general information, such as lighting, color and gist.

Proximity between individuals in the image. We compute a histogram of distances between faces and a ratio of
how much overlap exists between person bounding boxes on average.
Alignment or pose of the group. We compute the average angle between a face and its neighboring ones
according to a minimum spanning tree computed on the detected faces computed as proposed in [11].
Scene layout of individuals. We build a histogram of face locations within the image, using a coarse image grid.

Table 3: High level group descriptors. They represent higher level semantic information and
are based on the distribution and pose of the detected persons in the group.

4 Group classification
To classify a group of individuals into a social category, we need to jointly model the features
computed for each person hypothesis and the group features. This section describes two
different approaches studied in our work. We build on the modeling proposed in [18] to
represent the group as a bag of parts, following the typical bag of words representation
for object recognition. We also model the group as a set of individuals, combining their
responses in a hierarchy of SVM classifiers. Note that as described, hypothesis may have
different number of parts detected, which requires a careful classification framework able to
deal with heterogeneous descriptor sizes.

Bag of Parts-based classification. Using the Bag of Parts model to represent a group of
people, we create a bag of m people parts combined with a global descriptor vector dglobal .

2http://www.cs.waikato.ac.nz/ml/weka/
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The combined group model will be referred to as G = {p1, . . . , pm,dglobal}. This model com-
bines all visible parts and the group description. Let us name this approach BoPk, to refer
to the size k of the vocabulary used. To use this group representation, a vocabulary is built
for each part type, by running k-means clustering on all parts of the corresponding type that
are visible on the training images. We refer to the vocabulary built for each part type as
Vpart = {w1, ...,wk}. We store the frequencies of each word in each possible class L, building
a histogram per word: wk→ histwk = [countL1 , ...,countL j].

To find the most likely label for a query image, we create the signature of the image as
the histogram of word frequencies for each vocabulary Vpart : histpart = [countw1...countwk],
where w1, . . . ,wk are the words from the corresponding Vpart .To be able to deal with missing
parts, we first evaluate each part type separately, and later we combine the distances obtained
for each part type found in the image to each of the labels into dBoP(G,L j). We can obtain
the distance from each part type p detected in the image to the corresponding model based
on the count of the occurrences of each word weighted by its frequency in the training:

dBoP(p,L j) = 1− ∑
k
i=1(countwi×histwi( j))

k
. (1)

There are usually several parts of each type in a group image (several faces, arms), and the
BoP models somehow how many occurrences of each possible part (i.e. part word) happen
in the group. It’s not possible to model similarly the group descriptors, since we only have
one per image. Therefore, to include the global descriptor information we find simply the
nearest neighbor among the reference information for the test image global descriptor, in
each of the classes L j:

dglobal(G,L j) = mint
j=1( |gi,g j| ), (2)

where t is the number of training images in class L j. This distance is normalized between
[0,1] to allow for easy combination with dBoP, which is also normalized. Then, with c
possible labels, the label of the group using BoPk is calculated as:

L = argmin
j∈[1...c]

(dBoP(G,L j)+dglobal(G,L j)). (3)

SVM-based classification. Alternatively, we represent the group G as a set of persons
and model the problem as finding the most likely class C given a particular group image G,
i.e., estimating P(C|G) for each possible class. In this case, each person hypothesis gets a
probability for each class and the final class estimation is a combination of all of them. In
this setting, we used LIBSVM [5] to train a multi-class SVM on the person hypotheses and
the global descriptors. We used LIBSVM’s built in function to calculate probabilities for
each class. More formally, we are considering P(C|G) = P(C|h1,h2, . . . ,hp,dglobal), then,
the final label L assigned to the query group using this approach is calculated as follows:

L = argmax
j∈[1...c]

P(C = j|h1,h2, . . . ,hp,dglobal). (4)

We have considered several options to estimate P(C|G), with variations of the following
decompositions (details of the considered options can be seen in the experimental section):

P(C|G) = P(C|dglobal)
p

∏
i=1

P(C|hi) P(C|G) =
p

∏
i=1

P(C|hi ,dglobal) (5)

5 Experiments and Results
This section evaluates the performance of the proposed algorithms.
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Figure 4: Examples of social groups in our Urban Tribes dataset. The images show a wide
range of inter-class and intra-class variability. More details can be seen at the dataset website.

Label # images # people Label # images # people Label # images # people
biker 114 443 hip-hop 90 253 club 100 365

country 107 347 hipster 102 288 formal 103 414
goth 99 226 raver 116 305 casual/pub 125 459

heavy-metal 102 266 surfer 100 333
Table 4: Summary of Urban Tribes dataset.

5.1 Urban Tribes dataset
Creating an urban tribe dataset posed an interesting challenge. Similar to other recently stud-
ied problems in computer vision, such as clothing or beauty evaluation, urban tribe categories
can be ambiguous and subjective. This is a contrast to other classification problems involving
people, where accurate descriptions of each class and its standard appearance can be found,
such as age, gender or occupation evaluation. In order to obtain an unbiased dataset, we de-
fined our classes from social group labels provided by Wikipedia. We selected the eight most
popular categories from their list of subcultures3 to facilitate image collection. In addition
to these social groups, we added three other classes corresponding to typical social venues
(formal events, dance clubs and casual pubs). These classes are intended to include some
of the most common social event pictures we can find in social media that may not belong
to a clear subculture, but still present common appearances in clothing style and compose a
group with similar social interests.

For each of the selected classes, we searched for images of groups of people with dif-
ferent search engines. We used the group labels as search keywords combined with location
and event keywords such as bar, venue, club or concert. Example search terms include ’bik-
ers’ and ’biker bar’. We collected a broad range of scenarios for each class, both indoor and
outdoor venues, large group pictures acquired from the distance and close-up images, etc.
As shown in Fig. 4, the groups show a variety of realistic conditions and most classes present
high intra-class variation. Table 4 shows the class labels as well as the number of images (#
images) per class and total amount of detected persons for each class (# people). Although
the number of images per class was balanced, the number of detected persons per image was

3http://en.wikipedia.org/wiki/List_of_subcultures
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different depending on the group.

5.2 Social group recognition experiments
This section evaluates the performance of the proposed algorithms and the most promising
paths towards this novel problem framework. We set up classification experiments where
training and testing images were randomly selected from each of the categories for 50 differ-
ent iterations. Note that for the 11 classes in the Urban Tribes Dataset, chance classification
is 1

11 = 0.09. For each experiment, a fixed number of the images from each class are used for
learning the models, and the rest of images are used for testing. A test is considered correct
if the most likely group label is correct according to the ground truth labels.

As explained in section 4, the Bag of Parts modeling builds a visual vocabulary for each
part using the training set, with k visual words per vocabulary. After evaluating different
values of k, we set k = 30 (BoP30k) for the rest of experiments, because the performance in-
creased significantly when increasing k until k = 30. The other approach studied, modeling
the group as a set of people, uses the training set descriptors to train several SVM classifiers.
We evaluated different options: 1) SV M1, training a single SVM with all the descriptors of
each person concatenated, including null values for non-detected parts and replicating the
same global descriptor for all hypothesis from a particular image; 2) SV M2, training one
SVM for all part descriptors similarly concatenated and a second SVM for the global image
descriptors; 3) SV M8, training a separated SVM classifier for each part descriptor set and an
additional SVM for the global image descriptors. The responses from all the SVMs in each
case are simply combined, providing a final probability of each image being of a particular
class. The option SV M1 provided significantly lower performance than the rest during the
preliminary tests, therefore we do not use this configuration for the rest of experiments.

Table 5 shows a summary of recognition experiments with different amount of training
data and different amount of parts used in the modeling, given the most suitable config-
urations found for each modeling option considered (BoP30k, SV M2 and SV M8). Column
allParts+ global shows the accuracy when combining all person parts and global descrip-
tors; allParts shows the accuracy when combining only person parts; global(scene) column
shows the results if we would only run the equivalent to a standard scene classification ap-
proach (using the global descriptors, typically used for scene categorization).

The last columns show additional baseline results: individual shows the average accu-
racy when each person is classified independently from the rest of the group, i.e., there is
no consensus from the group nor group global descriptors used at all. This part makes sense
when we model the group as a set of individuals, since we can get the response from each
person separately. f ace+head+global [18] shows the results using the Bag of Parts config-
uration used in the referred previous work. The last rows in the table show the contribution
of each type of descriptor separately. This analysis is shown for the BoP approach, since
it provides the classification result per part. For all modeling options, even just one set of
descriptors was able to classify the images above chance, but the final classification scores
are clearly improved when all the parts from all the individuals in the image are combined.
Particularly interesting is the increase due to the use of global group information. Addition-
ally, we have noted that in between 10% and 15% of the tests (depending on the modeling
option), the global descriptors classifier would guess the correct label while the combination
of parts will not, supporting again the idea that group and context provide complementary
information to person local parts.

The SVM based classification provided the best results, probably because it is able to
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Approach allParts+global (std) allParts global(scene) individual f ace+head +global [18]
80 random train images per class, 50 iterations, 278 tests per iteration

SV M2∗ 0.43 (0.04) 0.40 0.37 0.34 -
SV M8 0.46 (0.02) 0.40 0.37 0.38 -
BoP30k 0.37 (0.02) 0.36 0.18 - 0.30

40 random train images per class, 50 iterations, 718 tests per iteration
SV M2∗ 0.38 (0.03) 0.38 0.31 0.33 -
SV M8 0.41 (0.01) 0.36 0.32 0.35 -
BoP30k 0.33 (0.02) 0.33 0.17 - 0.25
* SV M2 does not include arm parts because all part descriptors concatenated to train a single SVM was perform-
ing significantly worse. This behavior was not observed for the rest of approaches.

Average accuracy for each type of descriptor considered separately (80 train images per class)
descriptors used: d f ace dhead dtorso dhat dneck darmL darmR dglobal

BoP30k 0.24 0.24 0.22 0.26 0.21 0.21 0.2 0.18

Table 5: Average accuracy for the recognition of all classes using different approaches.

(a) (b)
Figure 5: Confusion matrix for classification results obtained with (a) BoP30k and (b) SV M8,
using 80% of the data for training. The rows show results in alphabetical order of the labels
(detailed in Table 4, from top to bottom. To enhance contrast the color scale is set to [0,0.6].

learn better which components of each descriptor set are more discriminative. We have also
experimented with a reduced set of attributes for BoP approaches, using standard attribute
selection algorithms, but it did not improve the performance. From the confusion matrices
shown in Fig. 5, we can appreciate some interesting hints for future improvements, such as
the clear confusion in both matrices between bikers and country (columns 1 and 3) in both
directions, what can point to the necessary additional descriptors or attributes. Analyzing
in detail the results, we have confirmed that all images have been included, in average, in
the test set of 12 experiments. We have found that some test images are always classified
correctly while others are rarely identified as their ground truth category, pointing to the
heterogeneous nature of the data. Figure 6 shows some of these sample tests.

6 Conclusions and Future Work
An individual’s social identity can be defined by the individual’s association with various
social groups. Often these social groups influence the individual’s visual appearance. In this
work we attempt to capture this intuition with a new vision task, social categorization. We
provide an exhaustive baseline analysis for the task as well as a dataset to aid future research.
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Figure 6: Examples of classification results. These images have been classified as hipsters in
all their tests. The two left images are correct, but the label for the right two images should
be goth.

In future work, we intend to incorporate semantic attributes to improve the classification
performance and analyze the contribution of different types of attributes. The task introduced
in this work opens opportunities for computer vision to improve targeted advertising and
social monitoring and provide more tailored experiences with social media.
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