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Abstract

Multiple sources of 3D medical image data can be used to construct de-
tailed patient representations. Typically registration is achieved assuming the
validity of rigid body transformation. In many applications, and in particu-
lar when updating representations used for guidance during surgery and ther-
apeutic interventions, this assumption is inappropriate. In this paper we de-
scribe a general method for 3D deformation, show how registration can incor-
porate a composite of rigid body and deformation components and illustrate
this methodology on 3 example sets of images. The first is a repeated 3D MR
scan of the abdomen of a volunteer who purposely changed position between
scans; the second is an MR and CT scan of the head and neck, in which the
patient was in a different position for the two scans; and the third is a set of
MR and CT images of the head taken before and after epilepsy surgery. Non
rigid deformation and composite warping showed significant improvement in
registration accuracy in each case.

1 Introduction

Different medical imaging modalities provide complementary information about pathol-
ogy, and associated normal anatomy. As a result patients often undergo multiple imaging
investigations for diagnosis, planning and more recently guiding interventions. Several
computational techniques have been proposed for registering these images into a com-
mon coordinate frame in order to provide a more complete representation of the patient
[1, 2, 3, 4, 5, 6]. These techniques almost invariably use rigid body transformations. The
implicit assumption underlying the use of rigid body registration algorithms is that, to the
resolution of the imaging systems, structures of interest in the patient do not deform be-
tween image acquisitions. This assumption is normally valid for diagnosis with magnetic
resonance (MR), x-ray computed tomography (CT) and nuclear medicine emission tomog-
raphy (PET or SPECT) images of the brain [1, 3, 5, 6] and, with careful positioning, can
also be true for registration of MR or CT with PET or SPECT images of the pelvis [4]
and heart [2]. Change in pathology, or movement of structures resulting from surgery or
radiotherapy can invalidate the rigid body assumption, even in the brain. Image guided
interventions are an important emerging area in minimally invasive therapy. As success is
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dependent on the accuracy of the image representation a means must be found to update
rigid body representations in the light of new information, so that the location of critical
structures, currently invisible, can be inferred with confidence.

A related application is the "atlas problem" in which images from different individuals
are registered to a common coordinate system [1,7]. Most research into the atlas problem
has concentrated on images of the brain. The most widely used algorithms register brain
images into a bi-commisural coordinate system, as used by the Talaraich atlas [8]. Various
deformation algorithms have been proposed for this problem, including elastic or viscous
matching [9, 10] and recent work by Bookstein [11] involving the use of thin plate spline
warps. Very little work has been done on single individual registration incorporating de-
formations either within or outside the brain. An important exception to this is the work of
Mardia [12], in which x-ray projections have been registered to nuclear medicine planar
bone scans of the spine using kriging.

In this paper we describe work in progress in which a variety of 3D warping algorithms
have been applied to the registration of example images of the head, neck and spine from
MR and CT, and of pre-operative and post-operative images of the brain. We present initial
results combining rigid body registration and non-rigid deformations.

2 Method

If equivalent points can be identified in two images of the same object, these points can be
used to determine the geometric transformation relating the two images. The registration
algorithm can be rigid body, or incorporate deformations.

2.1 Rigid Body Registration

We determine the rigid body transformation relating the coordinate system of two separate
images using an algorithm which decouples translations and rotations, proposed by Arun
[13]. The translation component of the transformation is determined by aligning the cen-
troids of the two pointsets. Singular value decomposition (SVD) is then used to determine
the rotation transformation which minimises the sum of square displacements between cor-
responding points.

2.2 Registration incorporating deformations

Point based interpolation techniques interpolate from IRd to 1R, that is given a set of points
in d-dimensional space each with a given value then they form an interpolator which is
exact at this point and smooth elsewhere. Solutions to this problem arise when minimising
a penalty function with respect to the mapping. A general penalty function for splines is
given by, see Wahba [14],
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where m is the order of the derivatives used. The two dimensional solution for m = 2
is well known and is the thin-plate spline, [15]. Let us have n sites represented by t, =
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(ti[l], ti[2])T, i = 1 , . . . ,n with required values X{. The solution for the whole of H can
now be given as,

n

/ ( t ) = a i + a2t[l] + a3t[2] + ^ bj(r{t - tj), (2)

with coefficients given by

where

(T,)ij =a(U -tj) = | t i - t j | 2 l o g | t i -tj\, bT = (h,...,bn),

a r = (ai,a2,a3), x T = (xi,... ,xn), (4)

and the ith row of D is (1, U [1], U [2]).
Point based image warping algorithms operate by matching two sets of landmark or

control points exactly and then interpolating throughout the rest of the image.
Let us have two sets of corresponding 3D points given by t^ = (ti[l\, U[2], ti[3])

and uf — (ui[l],Ui[2],Ui[S\), i = 1 , . . . , n and call these the original and new landmarks
respectively. We wish to deform our image so that landmark t» moves to a new position
Uj for all n landmarks and then to interpolate the remainder of the image subject to these
constraints.

A three dimensional deformation can be achieved by using three independent interpo-
lators from M3 —> IR to model the displacement of the t[l], t[2] and t[3] ordinates inde-
pendently. We shall call these solutions / i ( t ) , /2( t ) and /3( t ) respectively. Using the
constraints,

fi(ti) = Ui[l], /2(tj) = Uj[2], f3(ti) — Mj[3], (5)

we can now define a deformation for any point in the plane by

t -> («[1],U[2],«[3])T = ( / i ( t ) , / 2 ( t ) , / 3 ( t ) ) T . (6)

This will be an exact interpolant for the landmarks t» and a smooth deformation elsewhere.
Solutions to this problem, using splines, radial basis functions and kriging, are well

known, [14, 16, 12], and take the following form

n

/j(t) = ai[Z] + a2[l]t[l] + a.3[l]t[2] + a4[I]t[3] + ^ ^ [ % ( t - t , ) , I = 1,2,3. (7)

With coefficients given by the solution of the following system of linear equations,

S D \ / bi b 2 b 3 \ _ / ui u2 u3

DT 0 I \ ai a2 a3 / ~ I 0 0 0

where

u[ - (Ul[l},...,un[l]),l = 1,2,3. (9)

and the ith row of D is (1, tj[l], U[2], *i[3]). In this paper the basis function used is a(tt —
*j) = |tj — tj\. This is the three dimensional analogy of the thin-plate spline.
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2.3 Registration incorporating rigid body and deformation
components

The human body contains many discrete structures, with different mechanical, plastic, elas-
tic and viscous properties. Some of these structures are rigid, others deform to varying
degrees. In an initial study of this problem, we have developed a composite registration
algorithm in which these different structures can be treated separately. One image, the
"reference image", is left in its original form. The second image is segmented into struc-
tures that are rigid and structures that deform. We then construct a linear deformation to
map the rigid structures from this second image into the reference image coordinate frame,
and a non-linear deformation to map the deformable structures into the reference frame.
Both these procedures involve point matching algorithms, so 3D landmarks are separately
identified in the rigid and deformable structures in the images.

The rigid portions of the image are registered using the method outlined in section 2.2,
and the deformable portions using equations (6)-(9). Once these portions of the image have
been separately transformed, they are recombined. Voxels at structure boundaries can be
assigned multiple values in the final coordinate frame. We currently arbitrarily assign these
image voxels with the value from the deformed structure.

2.4 Clinical application 1: images of the spine.

A normal volunteer was positioned in a 1.5 Tesla MR scanner (Philips Gyroscan ACS II),
and imaged with a Tl weighted sagittal sequence using a dedicated spine coil. They were
then removed from the scanner, repositioned and re-imaged. 3D points were identified in
the two datasets, and these were used to register the images using the individual rigid body
and warping transformations described above. For both transformation calculations a set
of 46 landmarks on the vertebrae were used.

2.5 Clinical application 2: images of the neck

The same approach was used to register clinical MR and CT images from a patient with
a parotid tumour. 12 points were identified in the base of the brain. These were used to
register the images using the rigid body transformation. A further 10 points were identified
in the neck and the warping algorithm was used.

2.6 Clinical application 3: images of the brain

The adult brain, due to physical containment by the skull, normally behaves like a rigid
structure, to the resolution of radiological imaging. During surgery, however, the brain
can change shape significantly. Clinical images were selected from a patient whose brain
had changed shape dramatically as a result of an operation to implant subdural electrode
mats. During the operation, a surgical guidance system, incorporating a mechanical arm
localiser, had been used to register the preoperative MR images to surgical coordinates. At
the time the electrodes were implanted, measurements made with the arm indicated that,
to the accuracy of the system, the brain surface was in the same position, relative to the
skull, as it had been in the preoperative MR images. The positions of the electrodes were
also recorded using the localiser. Post-operatively, a CT scan was acquired. This indicated
that the brain surface underneath the craniotomy had shrunk so that, in some places, the
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surface of the brain was more than 10mm inside the skull. The electrodes, clearly visible in
the CT scan, were attached to the outer surface of the brain. The contralateral hemisphere
appeared unchanged.

(a) (b)

(c) (d)

Figure 1: Comparison of rigid body and 3D warping on a MR image of the spine, (a) Orig-
inal MR image, (b) New MR image after movement, (c) the result of transforming (b) to
(a) using rigid body transformation and (d) the result of transforming (b) to (a) using 3D
warping. Warping provided a more accurate estimate of the position of the lumbar spine
and abdominal aorta.

Twelve anatomical landmarks, and the eight centres of the electrodes were used as reg-
istration points. These were used to calculate a rigid body and non-linear warp to trans-
form the entire pre-operative MR image into the coordinate frame of the post-operative
CT image. The composite registration algorithm described in section 2.3 was also used to
treat the shrunken hemisphere separately from the remainder of the head. The hemisphere
was first segmented from the preoperative MR image. The coordinates of the electrodes,
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and additional points on the mid-line were used to calculate a warping transformation for
this hemisphere alone. The remainder of the preoperative MR image was transformed into
postoperative CT coordinates using a rigid body transformation calculated from anatom-
ical landmarks outside of the shrunken hemisphere. The rigidly transformed and warped
portion of the MR image were then recombined into a single image volume.

3 Results

3.1 Clinical application 1: spine

Figure 1 shows example sagittal sections from a volume image of a volunteer's spine. Fig-
ure 1 (a) shows the spine in position 1; figure 1 (b) shows the spine in position 2; figure 1 (c)
shows the least squares 3D rigid transformation of l(b) to the coordinates of l(a). Fig-
ure l(d) shows the result of applying equations (6)-(9) using the same landmarks used to
produce figure l(c). Figure l(d) is much more like figure l(a), than is figure l(c). For
example, the course of the lumber spine and aorta are clearly incorrect in l(c).

3.2 Clinical application 2: neck

Figure 2: Rigid body image registration of an MR and CT image pair, white-CT, grey
level-MR, showing two orthogonal slices through the neck. Left is the coronal or side-
to-side slice and right is the sagittal or front-to-back slice. The cut planes are indicated by
the cross hairs.

Figures 2 and 3 show reformatted orthogonal sections from a combined MR and CT dataset
of a patient with a parotid tumour. Figure 2 was produced by applying a 3D rigid body
transformation to the CT using landmarks identified in the skull base. Note that the spinal
cord from MR appears to overlap with the spine from CT in the sagittal section. At the
bottom of the coronal section the spine can be seen protruding into the space occupied by
the spinal cord. Figure 3 was produced by applying equations (6)-(9) using these same
landmarks. Notice that the brain appears unchanged, but the CT bone is now correctly
orientated relative to the spinal cord from MR.
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Figure 3: Non-linear image registration of the same MR and CT image pair as shown on
figure 2.

3.3 Clinical application 3: brain

Figure 4 shows example axial slices from a patient who underwent neurosurgery for the
implantation of subdural electrodes. Figure 4(a) shows the postoperative CT scan. Note
the electrodes clearly visible on the surface of the brain and in the interhemispheric fissure.
It is clear, by comparing this image with the corresponding preoperative MR slice (4(b)),
that the left hemisphere of the brain (right side of the image) has shrunk between the MR
and CT acquisitions, and fallen away from the inner surface of the skull. Figure 4(b) was
aligned with figure 4(a) using a rigid body transformation. Figure 4(c) was produced by
warping the preoperative MR image to the postoperative CT image using equations (6) to
(9) on the whole image volume. Figure 4(d) was produced by applying equations (6) to (9)
to the left hemisphere, and rigid body transformation to the remainder. In figure 4(c), the
left hemisphere of the brain was warped approximately correctly, but this led to clinically
implausible distortion of the extracranial portions of the image. In producing figure 4(d),
the rigidy of the skull was maintained by applying the rigid body transformation to the
extracranial parts of the image.

4 Discussion

We have demonstrated the need for non-linear transformations when registering images
of the spine, and images acquired before and after operations. In the spine application,
3D warping techniques can produce results that appear more visually satisfactory than the
rigid body transformation. Warping algorithms smoothly deform an image, no matter how
anatomically incorrect this is. We demonstrated in the brain example, that this can result
in implausible deformation of rigid anatomical structures. To overcome this limitation,
we have developed a composite approach in which an image is segmented into separate
structures that can be transformed independently, and then recombined. Initial results in-
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Figure 4: Non-linear and composite warping of MR and CT images of the head (a) post-
operative CT, (b) preoperative MR, (c) 3D warping of the MR to the CT and (d) combined
rigid body and 3D warping of the MR to the CT.

dicate that the combined approach is more satisfactory than either the rigid transformation
or warping alone.

This paper reports work in progress and it is clear that a more rigorous approach to the
treatment of boundaries between rigid and deforming structures is necessary. The sim-
ple composite algorithm does not provide continuity at these boundaries as we arbitrarily
chose the voxel value from the warped structure. We are working on a single algorithm
that will provide such continuity and treat some portions of the image as rigid structures,
while warping other portions. A third type of structure which has no energy associated
with bending (e.g. fluid filled spaces) should also be incorporated. It is also necessary to
distinguish between adjacent structures that are physically attached at their boundary, and
adjacent structures that can slide past each other or become detatched.
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